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Abstract

At the aggregate level, the observation that deviations from purchasing power parity

(PPP) are too persistent to be accounted for solely by nominal rigidities has long been

a puzzle (Rogoff, 1996). In addition, microeconomic evidence suggests that deviations

from the law of one price (LOP) are less persistent than PPP deviations. To recon-

cile these two empirical anomalies, we incorporate the behavioral inattention approach

of Gabaix (2014) into a two-country sticky-price model. Our model shows that firms’

behavioral inattention to the aggregate component of real marginal costs generates an

endogenous dependence of LOP deviations on PPP deviations. We find strong support-

ing evidence for this particular formulation of behavioral inattention. Calibrating our

model with the estimated degree of attention, we show that our model can fully account

for the two empirical anomalies. PPP deviations are more than twice as persistent as

those implied by nominal rigidities alone, while the persistence of LOP deviations is

about two-thirds that of PPP deviations.
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1 Introduction

It is well established that the aggregate real exchange rate (RER), the deviation from pur-

chasing power parity (PPP), exhibits a high degree of persistence. Rogoff (1996) characterizes

this empirical anomaly as the “PPP puzzle,” noting that “Consensus estimates for the rate

at which PPP deviations damp, however, suggest a half-life of three to five years, seemingly

far too long to be explained by nominal rigidities” (p. 648).1 A closely related feature of

RERs is the gap in persistence between PPP deviations and deviations from the law of one

price (LOP), the fundamental building block of PPP. Imbs et al. (2005) and Carvalho and

Nechio (2011) argue that good-level RERs (i.e., LOP deviations) tend to be significantly less

persistent than aggregate RERs (i.e., PPP deviations).2 These studies emphasize the role

of heterogeneity in the speed of price adjustment. As Imbs et al. (2005) assert, “It is this

heterogeneity that we find to be an important determinant of the observed real exchange

rate persistence since it gives rise to highly persistent aggregate series while relative price

persistence is low on average at a disaggregated level” (p. 3).

In this paper, we address two empirical anomalies simultaneously: (1) the gap between the

observed persistence of PPP deviations and the persistence predicted by nominal rigidities and

(2) the gap between the observed persistence of PPP deviations and that of LOP deviations.

We incorporate behavioral inattention into a two-country sticky-price model, following Gabaix

(2014). In this framework, firm managers incur costs when paying attention to the real

marginal cost of their products. As a result, full attention to the state of the economy is no

longer optimal when setting prices.

The key to solving the PPP puzzle lies in strategic complementarity in pricing. After de-

riving the dynamic equation for good-level RERs, we show that behavioral inattention causes

good-level RERs to depend on the aggregate RER through this strategic complementarity.

We refer to this relationship as aggregate RER dependence. The dynamic equation implies

that when firms only pay partial attention to the aggregate component of real marginal costs,

good-level RERs respond to changes in the aggregate RER. Consequently, greater persistence

in the aggregate RER leads to greater persistence in good-level RERs. Through aggregation,

this feedback further reinforces the persistence of the aggregate RER, strengthening the link

between the aggregate and good-level RERs. Although our model differs in setup, this mech-

anism is related to real rigidities in Ball and Romer (1990) and strategic complementarity

1Unless stated otherwise, in our exposition, nominal rigidities are those which arise from Calvo time-
dependent pricing formulations.

2For a comprehensive empirical analysis of the persistence in LOP deviations, see Crucini and Shintani
(2008).
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emphasized in Woodford (2003) in closed-economy settings.

The dynamic equation yields a directly testable implication. We test the null hypothesis

of aggregate RER independence against the alternative hypothesis of aggregate RER depen-

dence, using micro price data from the US, Canada, and European countries. This test is

equivalent to assessing whether good-level RERs are uncorrelated with the aggregate RER.

Across various specifications, we strongly reject the null in favor of our proposed model of

behavioral inattention. We also estimate the degree of attention to be approximately 0.15,

substantially lower than the value of 1.0 under full attention.

Two theoretical results emerge under behavioral inattention. First, the model of behav-

ioral inattention explains the gap between the observed persistence of the aggregate RER

and the persistence predicted by nominal rigidities alone. In our model, even small nom-

inal frictions can generate a highly persistent aggregate RER. Our estimates suggest that

the aggregate RER is more than twice as persistent as it would be under nominal rigidities

alone. In terms of half-lives, our model of behavioral inattention successfully replicates the

empirically observed three- to five-year half-lives, whereas the sticky-price model under full

attention predicts substantially shorter half-lives.

Second, our model accounts for the gap between the highly persistent aggregate RER and

the less persistent good-level RERs. This gap arises from the interaction between aggregate

RER dependence and idiosyncratic real shocks to individual goods prices. Both aggregate

and good-level RERs exhibit greater persistence under behavioral inattention. However,

while real shocks at the goods level reduce the persistence of good-level RERs, they do not

affect the persistence of the aggregate RER, as aggregation across goods cancels out the

effects of idiosyncratic shocks. Consequently, our estimated degree of attention generates

a substantial gap in persistence between the aggregate and good-level RERs. Indeed, our

model predicts that incorporating inattention into an otherwise standard sticky-price model

reduces the persistence of the good-level RER to less than two-thirds that of the aggregate

RER. Furthermore, our model of behavioral inattention explains two related findings: (1)

good-level RERs are more persistent than the degree of price stickiness suggests (Kehoe

and Midrigan, 2007), and (2) good-level RERs exhibit persistence comparable to that of the

aggregate RER when focusing only on macroeconomic shocks (Bergin et al., 2013).

We discuss why behavioral inattention is the preferred framework for addressing the PPP

puzzle compared to other potential alternatives. It is well known that several alternative

economic mechanisms can generate strategic complementarities. For example, Kehoe and

Midrigan (2007) incorporate Basu’s (1995) framework of roundabout production to explore
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the role of strategic complementarity in a two-country sticky-price model. Since the be-

havioral inattention model also gives rise to strategic complementarity, we compare it with

the roundabout production model. Our numerical exercises show that the roundabout pro-

duction model fails to generate the observed persistence of the aggregate RER, even under

an extremely high degree of roundabout production. In contrast, we show that behavioral

inattention more effectively generates the degree of persistence observed in the aggregate

RER.

A standard explanation for why aggregate RERs are more persistent than good-level

RERs is heterogeneity in the speed of price adjustment across goods, which introduces an

upward bias when prices are aggregated to construct the consumer price index (CPI). Imbs

et al. (2005) highlight this aggregation bias in dynamic heterogeneous panels. Carvalho and

Nechio (2011) examine its theoretical implications using a multisector sticky-price model in

which price stickiness varies across sectors. We note, however, that the aggregation bias

in their multisector sticky-price model may play only a limited role in explaining the PPP

puzzle under an empirically plausible process of the nominal exchange rate (NER). In contrast,

our model of behavioral inattention adequately accounts for the PPP puzzle under a realistic

stochastic process for the NER, even when the persistence of good-level RERs is homogeneous

across goods.

We also explore an alternative model of inattention by examining rational inattention.

In Maćkowiak and Wiederholt (2009), firms set prices based on noisy signals about nomi-

nal aggregate demand and idiosyncratic productivity, subject to an information processing

capacity constraint. Depending on assumptions, the dynamic equation from our model and

theirs can generate observationally equivalent dynamics for good-level RERs. Nevertheless,

we argue that behavioral inattention offers greater flexibility in terms of which variables firms

pay attention to, making it particularly suited for addressing both the PPP and LOP puzzles.

The observation that the persistence of the aggregate RER exceeds that implied by nomi-

nal rigidities connects to a broad literature that has significantly advanced our understanding

of persistent aggregate RERs. For instance, Chari et al. (2002) argue that while the sticky-

price model with monetary shocks can explain the volatility of the aggregate RER, it sub-

stantially underpredicts its persistence. Benigno (2004) highlights the role of monetary policy

rules over the degree of price stickiness in explaining the persistence of the aggregate RER.

Later, Engel (2019) revisits Benigno (2004) and emphasizes the importance of both monetary

policy rules and price stickiness. More recently, Itskhoki and Mukhin (2021) emphasize that

financial shocks, rather than monetary shocks, play a dominant role in resolving the PPP
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puzzle. In our model, a conventional monetary shock remains the main driver of PPP devi-

ations. However, idiosyncratic productivity shocks are necessary to explain why good-level

RERs are less persistent than the aggregate RER. Thus, both Itskhoki and Mukhin (2021)

and this paper share the view that monetary shocks alone are insufficient to resolve the PPP

puzzle.

The remainder of the paper is structured as follows. In Section 2, we present a two-country

sticky-price model and introduce behavioral inattention. Section 3 introduces the dynamic

equation for the good-level RER and discusses the implications of behavioral inattention

in firms’ pricing. In Section 4, we implement a test for aggregate RER independence in

the context of our model and estimate the degree of behavioral inattention. In Section

5, we assess how much the estimated degree of behavioral inattention can improve model

predictions. In Section 6, we discuss alternative explanations for the puzzling persistence of

RERs in comparison to our model. Section 7 concludes.

2 The model

The world economy consists of two countries: the United States (home) and Canada (foreign).

Following Kehoe and Midrigan (2007) and Crucini et al. (2010b, 2013), there is a continuum

of goods and brands of each good. Goods are indexed by i ∈ [0, 1]. Within each good, US

brands are indexed by z ∈ [0, 1/2], while Canadian brands are indexed by z ∈ (1/2, 1]. To

conserve space, we primarily present equations for the US economy and avoid repeating them

for Canada whenever possible.

We assume that US and Canadian households have identical preferences over brands

of a particular good and across goods in the aggregate consumption basket. US household

preferences over brands of good i are represented by a constant elasticity of substitution (CES)

index. US consumption of good i is given by cit =
[∫ 1

z=0
cit(z)

ε−1
ε dz

] ε
ε−1

, and aggregation

across goods yields aggregate consumption ct =
[∫ 1

i=0
cit

ε−1
ε di

] ε
ε−1

, where ε > 1. For Canada,

we have the analogous expressions for c∗it and c∗t , where asterisks (∗) denote the place of

households’ consumption.
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2.1 Households

The objective of the US households is to maximize E0

∑∞
t=0 δ

tU(ct, nt) = E0

∑∞
t=0 δ

t(ln ct −
χnt), subject to an intertemporal budget constraint,

Mt + Et(∆t,t+1Bt+1) = Wtnt +Bt +Mt−1 − Pt−1ct−1 + Tt +Πt, (1)

and a cash-in-advance (CIA) constraint Mt ≥ Ptct. Here, Et(·) denotes the expectation

operator conditional on the information available in period t, δ ∈ (0, 1), and χ > 0. In

addition, we suppress the state contingencies for notational convenience. The left-hand side of

(1) represents the total nominal value of household wealth. The household allocates its wealth

into money balances Mt for the purchase of consumption goods and into state-contingent

nominal bond holdings Bt+1, brought into period t + 1. Here, ∆t,t+1 denotes the nominal

stochastic discount factor. On the right-hand side of the budget constraint (1), the household

receives a nominal wage Wt per hour of work nt, carries bonds Bt into period t, as well as

any cash that remained in period t−1, Mt−1−Pt−1ct−1. The household also receives nominal

transfers from the US government, Tt, and nominal profits from US firms, Πt. In (1), the

aggregate price Pt is given by Pt =
[∫
P 1−ε
it di

] 1
1−ε , where Pit is the price index for good i.

This, in turn, is a CES aggregate over US and Canadian brands: Pit =
[∫
Pit(z)

1−εdz
] 1

1−ε .

The CIA constraint requires nominal money balances for expenditure, which is made at the

end of period t. The CIA constraint always binds with equality in equilibrium.

The first-order conditions of the US households are

Wt

Pt
= χct,

Mt

Pt
= ct, ∆t,t+1 = δ

[(
ct+1

ct

)−1(
Pt
Pt+1

)]
, (2)

which are the labor supply condition, the CIA constraint, and the consumption Euler equa-

tion, respectively.

Canadian households solve the analogous maximization problem. We assume that com-

plete markets exist for state-contingent financial claims across the US and Canada, and that

these financial claims are denominated in US dollars. Thus, we convert US dollar bond

holdings into Canadian dollars using the spot nominal exchange rate (NER), St. The Cana-

dian households are subject to the budget constraint M∗
t + Et(∆t,t+1B

∗
t+1)/St = W ∗

t n
∗
t +

B∗
t /St +M∗

t−1 − P ∗
t−1c

∗
t−1 + T ∗

t + Π∗
t and an analogous CIA constraint in Canadian dollars.

The first-order conditions are similar, except for their consumption Euler equations. Because

Canadians buy state-contingent bonds denominated in US dollars, their consumption Euler

6



equation is ∆t,t+1 = δ
{(
c∗t+1/c

∗
t

)−1 [
(StP

∗
t )/(St+1P

∗
t+1)

]}
.

The aggregate RER is defined as qt = StP
∗
t /Pt. The consumption Euler equations imply

qt+1(c
∗
t+1/ct+1) = qt(c

∗
t/ct) = ... = q0(c

∗
0/c0). Normalizing q0(c

∗
0/c0) to unity yields3

qt =
ct
c∗t
. (3)

The log of the NER is assumed to follow a random walk, as is often observed in the data.

Kehoe and Midrigan (2007) show that (3) and the CIA constraints in both countries imply

St = Ptct/(P
∗
t c

∗
t ) = Mt/M

∗
t . This equation suggests that lnSt follows a random walk if the

monetary authority in each country sets the log of the money supply according to,

lnMt = lnMt−1 + εMt , (4)

lnM∗
t = lnM∗

t−1 + εM
∗

t , (5)

where εMt and εM
∗

t are zero-mean i.i.d. shocks. In this case, St = Mt/M
∗
t leads to lnSt =

lnSt−1 + (εMt − εM
∗

t ).4

2.2 Firms

For each good, US firms produce the first half of the continuum, z ∈ [0, 1/2], of good i and

employ nit(z) hours of labor, while Canadian firms produce the second half, z ∈ (1/2, 1], and

employ n∗
it(z). The production function of US firms is given by yit(z) = aitnit(z), whereas

that of the Canadian firms is given by y∗it(z) = a∗itn
∗
it(z). Here, ait and a∗it represent labor

productivity specific to good i. In both the US and Canada, all firms producing varieties of

the same good share the same productivity, but productivity across countries differs by good.

We assume that the log of labor productivity follows a zero-mean i.i.d. process:5

ln ait = εait, (6)

ln a∗it = εa
∗

it . (7)

Labor productivity is good-specific and uncorrelated with aggregate variables.

3This condition relies on our preference assumptions, which we relax in Section 4.
4In Section 6, we will discuss the robustness when the NER is determined by the uncovered interest parity

and the policy interest rates are determined by the Taylor rule.
5In Section 4, we will consider an alternative stochastic process for labor productivity. We will show that

the implications for the test for aggregate RER independence remain unchanged.
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Goods that are shipped between the US and Canada are subject to iceberg trade costs, τ .6

Following Kehoe and Midrigan (2007) and Crucini et al. (2010b, 2013), goods are nondurable.

Thus, the production of good i undertaken in the US is exhausted between US and Canadian

consumption, with Canadian imports of US brands subject to an iceberg trade cost:

cit(z) + (1 + τ)c∗it(z) = yit(z), for z ∈ [0, 1/2] . (8)

Similarly, the production of good i undertaken in Canada is exhausted between Canadian

and US consumption, with US imports of Canadian brands subject to an iceberg trade cost:

(1 + τ)cit(z) + c∗it(z) = y∗it(z), for z ∈ (1/2, 1]. (9)

2.3 Price setting under behavioral inattention

In this subsection, we incorporate behavioral inattention into a standard two-country model

with Calvo pricing. Firms set prices in the buyers’ currency, known as local currency pricing.

We first present the attention-augmented objective function, then describe how firms deter-

mine optimal reset prices and their degree of attention. Since Canadian firms face a similar

pricing problem, we focus on US firms’ decisions.

2.3.1 The attention-augmented objective function

Consider the US firm’s period-by-period real profits from selling its brands in the US market.

Let pit(z) = Pit(z)/Pt, pit = Pit/Pt and wt = Wt/Pt denote the real price of brand z of good

i, the real price of good i and the real wage, respectively. The firm’s real profits are given

by (1/Pt) [Pit(z)−Wt/ait] cit(z) = [pit(z) − wt/ait]cit(z). The demand by US consumers for

a particular brand of good i is cit(z) = [pit(z)/pit]
−εcit.

We define the log deviation of a generic variable xt from the steady-state level as x̂t =

lnxt − ln x̄, where x̄ denotes the steady-state level of xt. This allows us to express xt =

x̄ exp(x̂t). Applying this equation to the US firm’s real profits from selling the brand in the

US market, we obtain {p̄i(z) exp[p̂it(z)]− w̄ exp(ŵt− âit)}cit(z). In terms of the log deviation,

the demand function for cit(z) is written as cit(z) = (p̄i(z)/p̄i)
−ε(−ε[exp(p̂it(z)− p̂it)])cit.

We assume that firms cannot change their prices with probability λ, as in Calvo (1983) and

Yun (1996). This parameter captures the degree of price stickiness. The objective function

6As we elaborate in Section 3, trade costs are important because they lead to a home bias in the expenditure
share of consumption goods, which in turn becomes a source of LOP deviations due to variations in labor
productivity between the US and Canada.
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that a fully attentive US firm maximizes is:

vit(z) = Et
∞∑
k=0

λkδt,t+k

× Pt
Pt+k

{p̄i(z) exp [p̂it(z)]− w̄ exp (µ̂Ht+k − âit+k)} cit,t+k(z),
(10)

where

cit,t+k(z) =

[
p̄i(z)

p̄i

]−ε
exp

{
−ε

[
p̂it(z)−

k∑
l=1

πt+l − p̂it+k

]}
cit+k (11)

is the demand for brand z of good i in period t+ k, conditional on the firm having last reset

the price in period t. In (10) and (11), µ̂Ht+k = ŵt+k +
∑k

l=1 πt+l and πt = ln(Pt/Pt−1), both

derived under the assumption that steady-state inflation is zero.7 Here, vit(z) represents the

present discounted value of real profits accruing to the firm producing brand z of good i in

the US, conditional on the firm having last reset its price in period t. In (10), the second

line represents real profits in each period. These profits are discounted by the stochastic

discount factor δt,t+k = δk(ct+k/ct)
−1, which satisfies δt,t+kPt/Pt+k = ∆t,t+k, and by the

probability λk. The real marginal cost consists of the aggregate component µ̂Ht+k and the

idiosyncratic component âit+k. However, due to price stickiness, the former is adjusted by

inflation accumulated from periods t to t+ k, namely,
∑k

l=1 πt+l. In (11), real prices are also

adjusted by inflation accumulated from period t to t + k. Note that this objective function

applies to US firms indexed by z ∈ [0, 1/2].

Our model assumes that firms are not fully attentive to their real marginal cost, which

consists of the aggregate component µ̂Ht+k and the idiosyncratic component âit+k. We define

mH = (m1H ,m2H)
′ ∈ [0, 1]2, where m1H and m2H represent the degree of attention to µ̂Ht+k

and âit+k, respectively, for setting prices of their home-produced brands in US markets. Here,

the subscript H denotes the place of production.8 Following Gabaix (2014, 2019, 2020), we

assume that inattentive firms replace vit(z) with the attention-augmented objective function.

7The details of the derivation are provided in Appendix A.1.
8Likewise, we define m∗

1H and m∗
2H as the degree of attention to the aggregate and idiosyncratic compo-

nents, respectively, for setting prices of US-produced brands in Canadian markets. The degree of attention
for pricing foreign-produced goods is represented by m∗

1F and m∗
2F when selling brands in Canadian markets,

and by m1F and m2F when selling brands in US markets.
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This function is given by

vHi (p̂it(z), x̂Hit,mH) = Et
∞∑
k=0

λkδt,t+k

× Pt
Pt+k

{p̄i(z) exp [p̂it(z)]− w̄ exp (m1H µ̂Ht+k −m2H âit+k)} cit,t+k(z), (12)

where x̂Hit is the vector of state variables, defined as x̂Hit = (µ̂Ht, µ̂Ht+1, ..., âit, âit+1, ...)
′.

In the limiting case of mH = 0 = (0, 0)′, firm managers completely ignore changes in both

µ̂Ht+k and âit+k. Conversely, in the case of full attention, where mH = ι = (1, 1)′, the

attention-augmented objective function reduces to (10).9

The inattentive US firms’ real profits from selling their brand in the Canadian market are

defined analogously to (12). Let p∗it(z) denote the real price in Canadian markets, given by

p∗it(z) = P ∗
it(z)/P

∗
t . Their real profits are expressed as (1/Pt) [StP

∗
it(z)− (1 + τ)Wt/ait] c

∗
it(z) =

qt [p
∗
it(z)− (1 + τ)wt/(qtait)] c

∗
it(z), where (1+τ)wt/(qtait) represents the exporting firms’ real

marginal cost, measured in Canadian goods.10 In terms of log deviations, their real profits are

given by qt {p̄∗i exp[p̂∗it(z)]− (1 + τ)(w̄/q̄) exp(ŵt − q̂t − âit)} c∗it(z). The attention-augmented

objective function that an inattentive US firm maximizes is:11

v∗it (p̂
∗
it(z), x̂

∗
Hit,m

∗
H) = Et

∞∑
k=0

λkδt,t+kqt+k

× P ∗
t

P ∗
t+k

[
p̄∗i (z) exp [p̂

∗
it(z)]− (1 + τ)

w̄

q̄
exp

(
m∗

1H µ̂
∗
Ht+k −m∗

2H âit+k
)]
c∗it,t+k(z),

(13)

where

c∗it,t+k(z) =

[
p̄∗i (z)

p̄∗i

]−ε
exp

{
−ε

[
p̂∗it(z)−

k∑
l=1

π∗
t+l − p̂∗it+k

]}
c∗it+k. (14)

In the above equations, the vector of state variables is defined as x̂∗
Hit = (µ̂∗

Ht, µ̂
∗
Ht+1, ..., â

∗
it, â

∗
it+1, ...)

′,

µ̂∗
Ht+k = ŵt+k − q̂t+k +

∑k
l=1 π

∗
t+l, π

∗
t = ln(P ∗

t /P
∗
t−1), and p

∗
it = P ∗

it/P
∗
t . In the second line of

(13), the cost of supplying a unit of the good to a Canadian consumer is higher due to the

iceberg trade cost τ . The aggregate RER in µ̂∗
Ht+k converts this cost into units of real aggre-

9In the attention-augmented objective function, we do not explicitly introduce m1H as a coefficient on∑k
l=1 πt+l and p̂it+k in (11). This is because we examine the log-linearized first-order condition for reset

prices. When taking the log-linearization, the presence of the degree of attention in (11) does not affect the
first-order terms.

10To see this, rewrite the expression in terms of nominal variables: (1+τ)wt/(qtait) = (1+τ)Wt/(StP
∗
t ait),

where Wt/St is the nominal wage denominated Canadian dollars.
11The derivation of the objective function that a fully attentive firm maximizes is provided in Appendix

A.1.
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gate Canadian consumption, allowing it to be compared with the real price p̂∗it(z).
12 When

discounting the US firm’s real profits in each period, qt+k in the first line of (12) converts

these profits into US goods.

2.3.2 The optimal reset prices under behavioral inattention

We now consider the maximization problem when firms are not fully attentive to the state

variables that enter their objective function. This problem is referred to as the “sparse max”

because Gabaix (2014) originally developed a model in which economic agents respond to

only a limited number of variables out of numerous variables.

Consider again an inattentive US firm when selling its brand in the domestic market. The

firm maximizes its attention-augmented objective function (12) by choosing p̂it(z):

p̂Hi (x̂Hit,mH) = argmax
p̂it(z)

vHi (p̂it(z), x̂Hit,mH) , (15)

given mH . We focus on the first-order approximation of p̂Hi(x̂Hit,mH). By taking the first-

order condition with respect to p̂it(z) from (12) and log-linearizing the condition around the

steady state, we derive the optimal reset price under behavioral inattention:

p̂Hi(x̂Hit,mH) = (1− λδ)Et
∞∑
k=0

(λδ)k(m1H µ̂Ht+k −m2H âit+k), (16)

which reflects the forward-looking properties in the Calvo pricing. The parameter λ deter-

mines the extent to which the firm weights expected marginal costs in its pricing decision.

Given assumptions regarding the stochastic processes of money supply and labor productivity,

this equation simplifies to:

p̂Hi(x̂Hit,mH) = m1Hŵt −m2H(1− λδ)âit. (17)

The detailed derivation of this expression is provided in Appendix A.2. The appendix also

presents the optimal reset price for inattentive US firms operating in the Canadian market,

p̂∗Hi(x̂
∗
Hit,m

∗
H) as well as the optimal reset prices for inattentive Canadian firms in both the

Canadian and US markets, p̂∗Fi(x̂
∗
Fit,m

∗
F ) and p̂Fi(x̂Fit,mF ), respectively.

In the sparse max problem of Gabaix (2014), agents endogenously determine their degree

12For the aggregate component of Canadian firms’ real marginal costs, the definitions are µ̂∗
Ft+k = ŵ∗

t+k +∑k
l=1 π

∗
t+l for selling their brands in Canadian markets and µ̂Ft+k = ŵ∗

t+k + q̂t+k +
∑k

l=1 πt+l for selling their
brands in US markets, respectively.
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of attention. More attentiveness increases expected profits, a benefit, but it also incurs a

cost. For example, US firms selling their brands in US markets, face the following quadratic

cost function in the vector mH ,

C (mH) =
κ1
2
m2

1H +
κ2
2
m2

2H , (18)

where κj ≥ 0 for j = 1, 2. Given the cost function, US firms determine the optimal degrees

of attention by solving,

max
mH∈[0,1]2

E {vHi (p̂Hi(x̂Hit,mH), x̂Hit, ι)− C (mH)} , (19)

where E (·) represents the unconditional expectations. Here, for simplicity, we assume that

US firms choose the degrees of attention separately based on the market in which they sell

their brands.13 In (19), we evaluate vHi (·) at p̂it(z) = p̂Hi(x̂Hit,mH) in the first argument

and at mH = ι in the third argument. That is, the profit function is the true function under

mH = ι in the third argument, but the true profit function is evaluated at the inattentive

firm’s action because mH in p̂Hi(x̂Hit,mH) is not equal to ι in general. The fact that the true

profit function is evaluated at the inattentive firm’s action implies that more attentiveness

in pricing increases expected profits. However, due to the cost function C (mH), firms face a

trade-off in choosing the degree of attention.

In this problem, For example,

We define the sparse max problem for US firms selling their brands in US markets as

follows. The firms’ decision-making process consists of two steps. In the first step, firms

determine the degree of attention mH by solving the simplified problem derived from (19):

mH = arg min
mH∈[0,1]2

1

2
(ι−mH)

′ΛH(ι−mH) +
1

2
m′

HκmH , (20)

where

ΛH =

Λ1H 0

0 Λ2H

 and κ =

κ1 0

0 κ2

 .
For further details, see Appendix A.3. The first term on the right-hand side of (20) is derived

from the quadratic approximation of EvHi (p̂Hi(x̂Hit,mH), x̂Hit, ι)−EvHi (p̂Hi(x̂Hit, ι), x̂Hit, ι),
13We could instead assume that US firms choose the same degree of attention to their real marginal costs

regardless of the market. However, we can show that this change in assumption does not substantially affect
our main results.

12



which is the expected profit loss of deviating attention (mH) from full attention in pricing.

The second term is C(mH). Under the model’s assumptions, the diagonal elements of ΛH

are given by

Λ1H = −
{
∂2vHi (p̂Hi (0, ι) ,0, ι)

∂p̂it(z)2

}
Var (µ̂Ht) , (21)

Λ2H = −
{
∂2vHi (p̂Hi (0, ι) ,0, ι)

∂p̂it(z)2

}
(1− λδ)2Var (âit) , (22)

respectively.14 In the second step, firms determine the optimal reset price based on the

solution obtained in the first step.

The solution for the degree of attention in the first step is given by mjH = ΛjH/(ΛjH+κj)

for j = 1, 2. In this sparse max, we focus on the case of finite ΛjH to ensure that mjH < 1

as long as κj > 0. In the special case of κj = 0 (i.e., when paying attention incurs no cost),

mjH = ΛjH/(ΛjH + κj) = 1 is selected. In addition, we exclude the case of mjH = 0 and

focus on the range mjH ∈ (0, 1].15 As we discuss later, these assumptions are useful for our

objective of explaining the PPP puzzle.

There are three remarks on the sparse max of our model. First, the choice variable in the

attention-augmented objective functions (12) and (13) is the real price, not the nominal price.

In our model, inattention to real marginal costs, rather than to nominal marginal costs, is

the key assumption for resolving the PPP puzzles. Gabaix (2014) notes that “a sparse agent

will make different predictions in different frames” (p. 1692). He further provides theoretical

examples of both a “nominal” frame, in which agents pay attention to nominal variables, and a

“real” frame, in which they pay attention to real variables. As he claims, the choice of framing

is important for the implications of the model of behavioral inattention. Since real marginal

costs have finite variance in our model, firms will become inattentive to real marginal costs

in the real frame. The endogenously chosen degree of attention to the aggregate component

of real marginal costs, derived as m1H = Λ1H/(Λ1H + κ1), is less than one. In contrast,

the aggregate component of nominal marginal costs is nonstationary under our assumptions.

When the variance of the aggregate component of nominal marginal costs diverges to infinity,

firms in the nominal frame would be fully attentive because m1H = Λ1H/(Λ1H + κ1) with

Λ1H → ∞ implies m1H → 1.

14Appendix A.3 also discusses the remaining sparse max problem for US firms selling abroad and Canadian
firms operating in both the Canadian and US markets.

15Gabaix (2014) shows that under a quadratic cost function, the selected degree of attention is zero if
ΛjH = 0 (e.g., when there is no uncertainty in the variables economic agents pay attention to). He also
examines the properties of the selected degree of attention under alternative specifications of the cost function.
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Second, the degree of attention is assumed to be common across the macroeconomic

variables that constitute real marginal costs. This assumption is made because different

representations of real marginal costs make it difficult to interpret behavioral inattention.

For example, the aggregate component of real marginal costs for exporting US-produced

brands in period t is given by µ̂∗
Ht = ŵt − q̂t, where the aggregate RER is highly volatile.

However, using the equilibrium condition, this expression can also be written as µ̂∗
Ht = ŵ∗

t .

If we allow exporting firms to use variable-specific attention to ŵt, q̂t, and ŵ
∗
t , attention to

µ̂∗
Ht as a whole could vary depending on which expression we use for µ̂∗

Ht. To avoid such

complexity, we assume a common degree of attention in our model.

Third, there are alternative ways to specify the degree of attention. Gabaix (2020) intro-

duces the concept of “cognitive discounting,” in which the degree of attention to economic

variables k periods ahead weakens as k increases. For instance, firms’ real marginal cost is

given by µ̂Ht+k − âit+k, and the degree of attention may decline exponentially with k, while

agents pay full attention to current variables. In contrast, our model assumes that inatten-

tion is uniform across time and may apply even to current variables. Nonetheless, within

the present model setup with stochastic shocks, we can show that incorporating cognitive

discounting does not affect our results.

2.4 Equilibrium

To complete the description of the model, we specify the transfers and the labor market

clearing conditions. The profits of US (Canadian) firms accrue exclusively to US (Canadian)

households. In other words, Πt =
∫
i

∫ 1/2

z=0
Πit(z)dzdi and Π∗

t =
∫
i

∫ 1

z=1/2
Π∗
it(z)dzdi, where

Πit(z) and Π∗
it(z) are the total nominal profits of firms producing brand z. Monetary injections

are assumed to equal nominal transfers from the government to domestic residents: Tt =

Mt−Mt−1 for the US, and T
∗
t =M∗

t −M∗
t−1 for Canada. The labor market-clearing conditions

are nt =
∫
i

∫ 1
2

z=0
nit(z)dzdi and n

∗
t =

∫
i

∫ 1

z=1/2
n∗
it(z)dzdi.

An equilibrium of the economy is a collection of allocations and prices such that (i) house-

holds’ allocations are solutions to their maximization problem (namely, {cit(z)}i,z, nt, Mt,

Bt+1, for US households and {c∗it(z)}i,z, n∗
t , M

∗
t , B

∗
t+1, for Canadian households); (ii) prices

and allocations of firms are solutions to their sparse max for vit(z) and v
∗
it(z) where z ∈ [0, 1]

(namely, {Pit(z), P ∗
it(z), nit(z), yit(z)}i,z∈[0,1/2] for US firms and {Pit(z), P ∗

it(z), n
∗
it(z), y

∗
it(z)}i,z∈(1/2,1]

for Canadian firms); (iii) all markets clear; (iv) the productivity, money supply, and transfers

satisfy the specifications discussed earlier.
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3 The equilibrium good-level RER

This section derives the model’s implications for the stochastic process governing the good-

level RER, which forms the basic building block of the aggregate RER. The section also

discusses the relationship between our model and more restrictive antecedents.

3.1 Derivation of the fundamental dynamic equation governing the

good-level RER

To begin, define the good-level RER as qit = StP
∗
it/Pit. Using the definition of the aggregate

RER, qt = StP
∗
t /Pt, the good-level RER can also be written as qit = qtp

∗
it/pit. Therefore, we

express q̂it as

q̂it = q̂t + p̂∗it − p̂it, (23)

where p̂it, the price index for good i sold in US markets, is given by

p̂it = λ(p̂it−1 − πt) + (1− λ)p̂optit , (24)

and p̂∗it is formulated analogously. Here, p̂optit represents the weighted average of the optimal

reset prices under behavioral inattention. This reset price index is

p̂optit = ωp̂Hi(x̂Hit,mH) + (1− ω) p̂Fi (x̂Fit,mF ) , (25)

where ω = (1/2)(p̄Hi/p̄i)
1−ε = (1+(1+ τ)1−ε)−1 ∈ (1/2, 1] represents the degree of home bias

in expenditure shares arising from trade costs. The home bias is strictly greater than 1/2

in the presence of iceberg trade costs (τ > 0). Similarly, we can derive p̂opt∗it , the reset price

index in Canada.

Moreover, it is useful to define the weighted average degree of attention given to the

aggregate component of real marginal costs in the US and Canada, m ∈ (0, 1], m = ωm1H +

(1−ω)m1F , and the sensitivity of the good-level RER to the idiosyncratic component of real

marginal costs as, ψ = ωm2H−(1−ω)m2F ∈ [−1/2, 1], and ω = (1 + (1 + τ)1−ε)
−1 ∈ (1/2, 1].

Finally, for notational convenience, let the (relative) real and nominal shocks be defined as,

εnt = εMt − εM
∗

t ∼ i.i.d. (0, σ2
n) and ε

r
it = εait − εa

∗
it ∼ i.i.d. (0, σ2

r), respectively.

Proposition 1 Under the preferences given by U (c, n) = ln c−χn, the CIA constraints, the

stochastic processes for money supply (4) and (5), the stochastic processes for labor productiv-

ity (6) and (7), and Calvo pricing with the degree of price stickiness λ ∈ (0, 1), the stochastic
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process for the good-level RER is given by

ln qit = λ ln qit−1 + (1−m)(1− λ) ln qt + λεnt + (1− λ)(1− λδ)ψεrit, (26)

Proof. See Appendix A.4.

3.2 Theoretical discussion

In this sub-section we review models which are nested by our specification in the sense that

restrictions on (26) recover these alternative specifications. All models in this class feature

Calvo time-dependent price stickiness as their formulation of nominal rigidities.

Kehoe and Midrigan (2007) is an early and important contribution. In their model, the

good-level real exchange rate is driven exclusively by nominal shocks, εnt :

ln qit = λ ln qit−1 + λεnt . (27)

This equation is a special case of (26) with full attention and no real shocks as represented

by the restrictions, m = 1 and εrit = 0 for all t in our model.

To gain intuition behind (27), recall that ln qit = lnSt + lnP ∗
it − lnPit. Suppose that the

money supply unexpectedly increases in the US. While this unexpected increase in domestic

money supply keeps P ∗
it constant, it raises St and Pit. Note that the NER is free to adjust,

whereas the adjustment of Pit is slow due to price stickiness. As a result, the increase in Pit

only partially offsets the increase in St. The extent of the offset depends on λ. If prices are

perfectly flexible such that λ = 0, the contemporaneous change in Pit perfectly offsets the

increase in St, meaning that the nominal shock is irrelevant for the RER as in the classical

dichotomy. At the opposite extreme, if λ = 1, Pit remains unchanged indefinitely, and the

good-level RER tracks the NER, and follows a random walk.

If we relax the assumption of m = 1 (i.e., if firms are not fully attentive to the aggregate

component of real marginal costs), the good-level RER depends on the aggregate RER:

ln qit = λ ln qit−1 + (1−m)(1− λ) ln qt + λεnt . (28)

We refer to this dependence as aggregate RER dependence. When 0 < m < 1, the aggregate

RER additionally appears in (28). However, when m = 1, the aggregate RER disappears

from (28).16

16Recall that m is the mean degree of attention to the aggregate component of real marginal costs, the
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The intuition behind aggregate RER dependence in (28) can be understood in two steps.

First, the aggregate prices serve as the default value in firms’ pricing decisions. In the

behavioral economics literature, the default value is defined as the value on which economic

agents rely in their decisions when paying no attention to the state of the economy. In other

words, it is “the value that spontaneously comes to mind with no thinking” (Gabaix, 2019,

p. 268). Here, firms choose the prior mean of prices over differentiated goods as the default

value. To illustrate this, consider the example of US firms selling their brands in US markets.

Noting that p̂Hi(x̂Hit,mH) represents the log deviation of the real price PHit/Pt from the

steady state, we can rewrite (17) as,

lnPHit = (1−m1H) lnPt +m1H lnWt, (29)

where we suppress the constant term arising from constant markups and maintain the as-

sumption of no real shocks. If m1H = 0, lnPHit is fixed at its default value lnPt (i.e., the

prior mean of all prices in the country). If 0 < m1H < 1, firms start from the default value

and make a partial adjustment of PHit to Wt. As argued by Gabaix (2019), this is akin to the

psychology of “anchoring and adjustment,” a concept introduced by Tversky and Kahneman

(1974). At the opposite extreme, if m1H = 1, the firm’s nominal reset price is independent

of the default value.

Second, the dependence of good-level prices on aggregate prices leads to the dependence

of the good-level RER on the aggregate RER. Appendix A.5 shows that the nominal reset

prices for good i are given by:

lnP opt
it = (1−m) lnPt +m lnWt, (30)

lnP opt∗
it = (1−m) lnP ∗

t +m lnW ∗
t . (31)

Equations (30) and (31) result from the weighted average of the prices of domestic and

exported goods (i.e., the weighted average of lnPHit and lnPFit for (30) and that of lnP ∗
Fit

and lnP ∗
Hit for (31)). However, they can also be interpreted as the weighted average of

aggregate prices and nominal wages. Denoting qoptit as the real reset exchange rate for good

i, where qoptit = StP
opt∗
it /P opt

it , Appendix A.5 also shows that

ln qoptit = (1−m) ln qt. (32)

average of m1H and m1F . Because 1/2 < ω < 1 holds for τ ∈ [0,∞), m = 1 occurs only if all US and
Canadian firms are fully attentive to the aggregate component of their marginal costs.
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In (32), when firms are less attentive to the aggregate components of real marginal costs,

nominal reset prices become more anchored to the default values given by the aggregate

price levels. As the dependence of nominal reset prices on aggregate prices increases, the

dependence of the real reset exchange rate on the aggregate RER also strengthens.17

As a result, behavioral inattention serves as a source of strategic complementarity in

models of pricing. Equations (30) and (31) will also resonate with readers familiar with

dynamic pricing in the presence of real rigidities, as discussed by Ball and Romer (1990), or

strategic complementarities, as analyzed by Woodford (2003).

Behavioral inattention to the aggregate component of real marginal costs affects the dy-

namic equation for the good-level RER in significant and subtle ways. In (27), a one-unit

increase in εnt raises the good-level RER by λ. However, in (28), it increases the good-level

RER by λ×
(
1 + (1−m)(1−λ)

1−(1−m)(1−λ)

)
. Since the good-level RER is also the basic building block of

the aggregate RER, it is instructive to aggregate ln qit over i:
18

ln qt =
λ

1− (1−m)(1− λ)
ln qt−1 +

λ

1− (1−m)(1− λ)
εnt , (33)

which means that a one-unit increase in εnt raises the aggregate RER by λ/[1−(1−m)(1−λ)].
Through strategic complementarities, the increase in the aggregate RER further amplifies the

good-level RER, depending on the degree of attention m.

Crucini et al. (2010b, 2013) extended the Kehoe and Midrigan (2007) model to incorporate

idiosyncratic real productivity shocks. Their model with full attention implies:

ln qit = λ ln qit−1 + λεnt + (1− λ)(1− λδ)ψεrit. (34)

This equation is a special case of (26) with m = 1. Furthermore, ψ = ωm2H − (1− ω)m2F =

2ω−1 holds becausem2H = m2F = 1. A strictly positive trade cost (i.e., τ > 0) leads to home

bias (ω > 1/2) in the price indexes.19 Since the trade cost ensures that ψ = 2ω− 1 is strictly

positive, this friction allows the real shock εrit to affect the good-level RER. To understand

17Blanco and Cravino (2020) examine RERs using only newly reset prices and find that fluctuations in
the aggregate real reset exchange rate are strongly correlated with the aggregate RER. When m < 1, (32) is
consistent with their empirical finding.

18To derive (33), we integrate (26) across good i. In aggregation,
∫ 1

i=0
ln qitdi = ln qt holds from the

definition of the good-level RER. From the definition of qit, ln qit = ln qt + ln p∗it − ln pit. For US real prices,

the integral of the real prices over i is zero because
∫ 1

i=0
ln pitdi =

∫ 1

i=0
lnPitdi − lnPt = 0. The same result

holds for the Canadian real price so that
∫ 1

i=0
ln p∗itdi = 0. These results lead to

∫ 1

i=0
ln qitdi = ln qt. The

resulting equation is ln qt = λ ln qt−1 + (1− λ)(1−m) ln qt + λεnt . Simplifying the above equation, we obtain
(33).

19Home bias is reflected in the weighted average of the optimal reset prices. See (25).
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the role of real shocks, again recall that ln qit = lnSt + lnP ∗
it − lnPit. Positive productivity

shocks in US firms producing good i reduce both P ∗
it and Pit because these firms sell their

goods in both countries. However, the expenditure home bias generated by trade costs means

that productivity gains in the US generate larger reductions in the cost of expenditure for

US consumers than their Canadian counterparts, decreasing Pit more than P ∗
it, leading to an

increase in qit.

Behavioral inattention to the idiosyncratic component of real marginal costs does not

significantly affect the structure of the dynamic equation. In particular, even if m2H and

m2F are less than one, no new term appears on the right-hand side of (26). Moreover, (33)

continues to hold regardless of the degree of attention to the idiosyncratic component. In

the process of aggregating the good-level RERs, all idiosyncratic real shocks are washed out

in the integral over i because
∫ 1

i=0
εritdi = 0. In what follows, we focus mainly on a firm’s

attention to the aggregate component of real marginal costs.

The emphasis on attention to the aggregate component can be justified for at least three

reasons. First, idiosyncratic shocks tend to exhibit much larger variations than aggregate

shocks. Using the example of US firms selling their brands in US markets, this relationship

implies that m2H is much closer to one than m1H .
20 Indeed, mjH = ΛjH/(ΛjH + κj), and

ΛjH increases with the volatility of shocks (see (21) and (22)). Second, firms may incur

lower costs in paying attention to their idiosyncratic productivity than to macroeconomic

variables because idiosyncratic productivity is firm-specific internal information. In this case,

κ2 (for idiosyncratic variables) may be much lower than κ1 (for aggregate variables), again

implying that m2H is much closer to one than m1H .
21 Third, focusing on firms’ attention

to the aggregate component is convenient for examining the validity of our model. In the

empirical analysis, we will test the null hypothesis that the good-level RER is independent

of the aggregate RER based on (26). Within the context of our model, aggregate RER

independence corresponds to full attention to the aggregate component of real marginal costs.

However, under our conjecture that firms’ attention to the idiosyncratic component of real

marginal costs is closer to full attention than to the aggregate component, full attention to the

aggregate component automatically implies full attention to the idiosyncratic component. In

other words, acceptance of the null hypothesis can be interpreted as evidence of full attention

to all variables.

20In their rational inattention model, Maćkowiak and Wiederholt (2009) emphasize this result due to
difference in variations between aggregate and idiosyncratic shocks. In Section 6.3, we will discuss similarities
between the two models of inattention.

21The solution for mjH implies that the condition for m2H ≥ m1H is κ2/Λ2H ≤ κ1/Λ1H . Therefore, if we
allow for κ2 ≤ κ1 in addition to Λ2H ≥ Λ1H , then m2H ≥ m1H is more likely to hold.
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To summarize, behavioral inattention to the aggregate component of real marginal costs

generates a new term that affects the good-level RER, namely, the aggregate RER. This new

term arises because inattentive firms refer to aggregate prices as default values in their pricing.

As such, behavioral inattention of firms serves as a source of strategic complementarity.

The model with Calvo pricing for the good-level and aggregate RERs has been theoretically

developed and empirically assessed by Kehoe and Midrigan (2007), Crucini et al. (2010b,

2013), and many others. However, these previous studies do not focus on aggregate RER

dependence.

4 Empirical Results

This section develops a formal test of aggregate RER independence and provides strong

evidence against the null hypothesis of aggregate RER independence. In addition, we estimate

the degree of attention using good-level RER data.

4.1 A test for aggregate RER independence

We derive a panel regression model to test for aggregate RER independence. Define ln q̃it =

ln qit − λ ln qit−1 − λ∆ lnSt = ln
[
qit/ (qit−1St/St−1)

λ
]
and ln q̃t = (1 − λ) ln qt = ln(qt/q

λ
t ).

In addition, we can replace the nominal shock εnt with ∆ lnSt because the NER follows a

random walk with an increment εnt . Consequently, we can rewrite (26) as

ln q̃it = (1−m) ln q̃t + (1− λ)(1− λδ)ψεrit. (35)

Our panel regression is given by

ln q̃it = α + β ln q̃t + γ′Xit + uit, (36)

where α, β, and γ are regression coefficients, Xit is a vector of control variables, and uit is

the error term. To implement the regression, we rely on empirical estimates of λ to construct

ln q̃it and ln q̃t. The error term uit = (1− λ)(1− λδ)ψεrit arises from an i.i.d. real shock and

is uncorrelated with the regressor ln q̃t = (1 − λ) ln qt because ε
r
it does not appear in (33).

Therefore, we estimate (36) using ordinary least squares (OLS). The control variables Xit

include time-invariant fixed effects and other time-varying components.

A test of the null hypothesis of β = 0 serves as a test for aggregate RER independence. In

our model of behavioral inattention, m = 1 implies β = 0, and rejecting the null hypothesis
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suggests a rejection of full attention. In addition, the degree of attention, m, can be estimated

from m̂ = 1− β̂, where β̂ is the OLS estimator of β.22

Generalizations The benchmark regression analysis can be generalized in two important

ways.

First, the stochastic process for labor productivity can be generalized to include an ag-

gregate country-specific shock, ηt, in addition to the idiosyncratic shock of the benchmark

model, εait. Because country-specific shocks are not washed out by aggregation, regression

(36) requires modification. For example, if ηt and η
∗
t each follow an AR(1) process with the

same AR coefficient ρη, a new control variable emerges:

ln q̃it = (1−m) ln q̃t +
(1− λ)(1− λδ)

1− λδρη
ψηrt + (1− λ)(1− λδ)ψεrit, (37)

where ηrt denotes productivity differentials and is given by ηrt = ηt − η∗t . A similar equation

can be derived even if additional lags are introduced into the stochastic process for the

country-specific component.

Second, we relax the assumption of a common λ and allow for heterogeneity in price

stickiness when testing the null hypothesis of β = 0. Specifically, we replace λ with λi and

apply the following transformations: ln q̃it = ln qit − λi ln qit−1 − λi∆ lnSt for the dependent

variable in the regression, and ln q̃it = (1− λi) ln qt for the explanatory variable.

As a methodological remark, we emphasize that our regression is robust to the presence

of behavioral inattention to the idiosyncratic component of real marginal costs because the

structure of the dynamic equation remains unchanged. While behavioral inattention to the

idiosyncratic component affects ψ(= ωm2H−(1−ω)m2F ), the value of ψ is entirely innocuous

for testing aggregate RER independence.

4.2 Data

We use retail price data from theWorldwide Cost of Living Survey compiled by the Economist

Intelligence Unit (EIU), which conducts an extensive annual survey of international retail

prices across a wide range of cities. The survey reports prices of individual goods in local cur-

rency terms, collected by a single agency in a consistent manner over time. The coverage of

22Note that because the NER is the common driving force of the good-level and aggregate RERs (ln qit and
ln qt), the two variables are expected to be highly correlated. In our regression, however, both the aggregate
and good-level RERs are modified so that the two variables (ln q̃it and ln q̃t) are correlated only when the
degree of attention is less than unity.

21



goods and services is substantial in breadth and thus overlaps with the typical urban consump-

tion basket tabulated by national statistical agencies.23 Recent studies that use these data

include Engel and Rogers (2004), Crucini and Shintani (2008), Bergin et al. (2013), Crucini

and Yilmazkuday (2014), Andrade and Zachariadis (2016), Crucini and Landry (2019), and

Crucini and Telmer (2020).

4.2.1 Countries of focus

Since our method requires reliable estimates of the frequency of good-level price changes, the

cross-country scope of our empirical work is limited by the available data and studies to the

US–Canadian city pairs and UK–Euro area city pairs. These combinations represent two of

the most integrated trading regions in the world, as well as comparable monetary institutions.

For the US–Canadian city pairs, the data include prices for 274 goods and services across

multiple cities from 1990 to 2015. The dataset covers 16 US cities and 4 Canadian cities.24

This results in 64 unique cross-border city pairs. However, because some US cities have

substantial missing values in the early 1990s, the dataset constitutes an unbalanced panel.25

Despite these gaps, the total number of observations available for our regressions exceeds

350,000. For the UK–Euro area city pairs, the dataset includes two UK cities and 18 cities

from the Euro area.26 The dataset covers 301 goods and services from 1990 to 2015. As in

the case of US–Canadian city pairs, the panel is unbalanced. Nevertheless, the number of

observations from the 36 UK–Euro area city pairs exceeds 200,000.

We compute the bilateral good-level RERs qijt for each year (t = 1990, ..., 2015), each

good (i = 1, 2, ...), and each international city pair (j = 1, 2, ...). The prices used to construct

the good-level RERs are the prices in a city expressed in the local currency unit. We use the

spot NERs from the EIU data to convert prices to common currency units. The EIU records

the NER vis-à-vis the US dollar at the end of the week of the price survey. Thus, the NER

23See Rogers (2007) for a detailed comparison between the EIU data and CPI data from national statistical
agencies.

24The US cities are Atlanta, Boston, Chicago, Cleveland, Detroit, Honolulu, Houston, Lexington, Los An-
geles, Miami, Minneapolis, New York, Pittsburgh, San Francisco, Seattle, and Washington DC. The Canadian
cities are Calgary, Montreal, Toronto, and Vancouver.

25In particular, the survey data in 1990 and 1991 do not include price data for Honolulu. Additionally,
Lexington and Minneapolis were only included in the city list starting in 1998.

26The UK cities are London and Manchester. The Euro area cities are Amsterdam, Barcelona, Berlin,
Brussels, Dublin, Dusseldorf, Frankfurt, Hamburg, Helsinki, Lisbon, Luxembourg, Lyon, Madrid, Milan,
Munich, Paris, Rome, and Vienna. We exclude Athens due to inflation often exceeding 10 percent in the
1990s prior to Euro adoption, which were substantially higher than in other Euro area countries. Likewise,
we exclude Bratislava because the Slovak koruna appreciated significantly against the UK pound before the
Euro was adopted in 2009.
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may not necessarily be common across cities in the same country if the timing of the price

survey differs across cities. We confirm that the timings of the price survey in Calgary differ

from those in the remaining Canadian cities from 2003 to 2014.27 The NERs of cities within

other countries are common in the EIU data. For our regressions and empirical tests that

follow, we augment qijt with the aggregate RER computed from the official CPIs, which the

EIU also reports.

Figure 1 plots two kernel density estimates of the bilateral good-level RERs pooling all

goods and services: one for the first year of the sample (1990) and the other for the last year

(2015). The upper panel of the figure shows the distribution of the good-level RERs for the

US–Canadian city pairs, while the lower panel displays the distribution for the UK–Euro area

city pairs.

When we allow for a country-specific shock in labor productivity, it is necessary to control

for the difference in the country-specific components of labor productivity, ηrt = ηt − η∗t , as

it appears in (37). As a proxy for ηrt , we use the difference in real GDP per hour worked

between the two countries, obtained from OECD.Stat.

4.2.2 Frequencies of price adjustment

We calibrate λ and construct ln q̃ijt and ln q̃t in (36). To compute the value of λ, we transform

the monthly frequencies of price changes reported in previous studies into the infrequencies

of price changes at an annual rate. Let f denote the monthly frequency of price changes.

Nakamura and Steinsson (2008) report that the median frequency of price changes in the US

consumer prices is 8.7 percent per month. Given this value, we set f = 0.087. Under our

assumptions of sticky prices, the probability that a price remains unchanged for 12 months

is (1− f)12. Hence, λ = (1− f)12 = (1− 0.087)12 = 0.34. We then use λ = 0.34 to construct

ln q̃ijt = ln qijt− λ ln qijt−1 − λ∆ lnSt and ln q̃t = (1− λ) ln qt for the US–Canadian city pairs.

For the UK–Euro area city pairs, we rely on Gautier et al. (2024), who find that the average

frequency of price changes is 8.5 percent for consumer prices across 11 Euro area countries.28

This implies a value of λ = (1− 0.085)12 = 0.34 for the UK–Euro area city pairs as well. For

descriptive statistics of ln q̃ijt and ln q̃t, see Appendix A.6.

When allowing for heterogeneity in the frequency of price changes, we require good-

specific frequencies of price changes. For the US–Canadian city pairs, we use the monthly

27As we discuss later, we adjust our regressions to account for this difference in timing.
28Both Nakamura and Steinsson (2008) and Gautier et al. (2024) exclude the effects of sales when calcu-

lating the frequencies of price changes. In addition, Nakamura and Steinsson (2008) also adjust for product
substitutions.
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frequencies reported in Nakamura and Steinsson (2008), which are based on the Entry Level

Item (ELI) classification of the US CPI. We match goods and services in the EIU data to the

ELI categories and assign the corresponding monthly frequency of Nakamura and Steinsson

(2008) to goods and services in the EIU data. For the UK–Euro area city pairs, we use

good-specific monthly frequencies calculated by Gautier et al. (2024). These frequencies

are based on the Classification of Individual Consumption by Purpose (COICOP) and are

aggregated using the country weights of Euro area consumer prices. We assign the COICOP-

level frequencies at the five-digit level to the corresponding goods and services in the EIU

data.

Figure 2 shows the distribution of the monthly frequencies of price changes after matching

goods and services in the CPI with those in the EIU data. The upper panel presents the

histogram and kernel density estimates of the frequencies used for the US–Canadian city

pairs, while the lower panel presents those used for the UK–Euro area city pairs. Overall,

the distributions are right-skewed, exhibiting substantial heterogeneity. The shape of the

distribution of frequencies of price changes for the US–Canadian city pairs closely resembles

that reported in Nakamura and Steinsson (2013). The number of available frequencies is

274, with a standard deviation of 13.0 percent, ranging from a minimum of 2.4 percent

to a maximum of 88.6 percent. Many goods and services (approximately 23 percent) have

a frequency below 5 percent per month. For example, the EIU items “Man’s haircut (tips

included)” and “Woman’s cut & blow dry (tips included).” At the same time, the distribution

has a long right tail extending up to approximately 90 percent per month, as seen in the EIU

item “Regular unleaded petrol.” The distribution of frequencies of price changes for the

UK–Euro area city pairs also exhibits considerable heterogeneity. The number of available

frequencies is 236, with a standard deviation of 10.2 percent, ranging from a minimum of 1.5

percent to a maximum of 45.0 percent.29

We construct the data for ln q̃ijt = ln qijt− λi ln qijt−1 − λi∆ lnSt and ln q̃it = (1− λi) ln qt.

In calibrating λi, we apply the same formula to the good-specific monthly frequencies of

price changes: λi = (1− fi)
12, where fi denotes the good-specific monthly frequency of price

changes. Appendix A.6 reports the corresponding descriptive statistics of ln q̃ijt and ln q̃it,

allowing us to compare these variables with those constructed under a common λ.

29Gautier et al. (2024) do not report the frequency of price changes for the item corresponding to the
EIU item “Regular unleaded petrol.” In the UK–Euro area data, the items with the most flexible prices are
vegetables.
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4.3 Estimation results

Table 1 provides the estimation results of (36) for testing aggregate RER independence. The

left panel shows the results for the US–Canadian city pairs, while the right panel presents

those for the UK–Euro area city pairs. The table reports the estimated coefficients on ln q̃t

along with their standard errors. By default, we include good-specific fixed effects in the

regressions. This is because variations in good-specific fixed effects are substantially larger

in LOP deviations than in city-pair-specific fixed effects.30 For robustness, we additionally

allow for the inclusion of city-pair-specific fixed effects and/or control for the country-specific

component of labor productivity, ηrt , as motivated by (37). In regressions for the US–Canadian

city pairs, we also control for the difference in the timing of the price survey in Calgary by

including dummy variables that take the value of one if a city pair involves Calgary in any

year from 2003 to 2014.31

Overall, β̂ is approximately 0.85. The standard error of the coefficient indicates a strong

rejection of the null hypothesis β = 0 in favor of the alternative β > 0.32 Interpreted through

the lens of our theoretical model, the estimated degree of attention, m̂ = 1−β̂, is around 0.15,

suggesting that firms are not fully attentive to the aggregate components of real marginal

costs when making their pricing decisions. A comparison between the left and right panels

reveals that the estimated coefficients on ln q̃t for the US–Canadian city pairs are close to

those for the UK–Euro area city pairs. Taking specification (1) as an example, the first row

of Table 1 shows that the estimated β is 0.84 for the US–Canadian city pairs, whereas it is

0.86 for the UK–Euro area city pairs. In terms of the degrees of attention, m̂ = 0.16 in the

US–Canadian city pairs and m̂ = 0.14 in the UK–Euro area city pairs (see the bottom of the

table). Our results on the test for aggregate RER independence are robust to the inclusion

of city-pair-specific fixed effects (see specifications (2) and (4)) and to controlling for the log

difference in labor productivity (see specifications (3) and (4)).33

30Crucini and Telmer (2020) emphasize the importance of good-specific fixed effects using an analysis of
variance on the EIU data.

31The difference in the timing of the price survey causes the aggregate RER to become city-pair- and year-
specific. More precisely, let qkt and Sk

t denote the aggregate RER and the NER for a city pair k that includes
Calgary in a given year from 2003 to 2014. Here, ln qkt is given by ln qkt = lnSk

t + lnP ∗
t − lnPt, which can

be rewritten as ln qkt = (lnSk
t − lnSt) + ln qt. Likewise, ln qkijt = (lnSk

t − lnSt) + ln qijt, where the variables
without the superscript k are variables in the other city pairs. Thus, these dummy variables control for the
term lnSk

t − lnSt that arises due to the difference in survey timing in Calgary.
32We report standard errors clustered by goods, but the null hypothesis is also rejected when standard

errors are clustered by city pairs or years. Likewise, our main findings are robust even when we replace λ
with values reported in previous studies on price dynamics, such as Bils and Klenow (2004) and Klenow and
Kryvtsov (2008) for the US–Canadian city pairs, and Álvarez et al. (2006) for the UK–Euro area city pairs.

33Although we do not report the results here to conserve space, we also estimate a specification including
fixed effects specific to both good i and city pair j, and find that the estimated β remains effectively unchanged.
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Table 2 presents the estimation results when we drop the assumption of a common λ across

goods and instead allow for heterogeneity in price stickiness.34 Even when good-specific

degrees of price stickiness are considered, the null hypothesis β = 0 is again significantly

rejected. Regarding the estimated degrees of attention, m̂ tends to decline when we allow

for heterogeneity in price stickiness. For instance, under specification (1), m̂ decreases from

0.16 to 0.11 for the US–Canadian city pairs and from 0.14 to 0.13 for the UK–Euro area city

pairs.

We confirm that the rejection of the null hypothesis is robust. In Appendix A.7, we allow

for a more general constant-relative-risk-aversion (CRRA) form in preferences. In this case,

the estimation equation becomes more complex, and hypothesis testing requires the use of

an instrumental variables estimator.35 Appendix A.7 derives the estimation equation and

presents the empirical results.

As an alternative robustness check, we also regress ln qit directly on ln qt, including ln qit−1

and ∆ lnSt as additional regressors. The estimation equation is given by

ln qit = α + β ln qt + γ′Xit + uit, (38)

where β in (38) corresponds to (1−m)(1−λ) in (26). The control variables Xit in (38) include

ln qit−1 and ∆ lnSt. Note that β = (1−m)(1− λ) = 0 corresponds to m = 1, provided that

λ < 1. Therefore, a test of β = 0 against β > 0 in (38) allows us to assess whether the data

support full attention. Appendix A.8 provides further details on the empirical results.

Finally, we examine how intercity distance affects the estimation results. Greater distance

tends to raise RER volatility, which may influence the estimate of m and hypothesis testing.36

To address this concern, we divide the sample by distance and test the null β = 0 within

each group. We also exclude city pairs below the 5th or above the 95th distance percentile.

Even then, the estimate of m and the test results remain largely unchanged. See Appendix

A.9 for details.

34See also Crucini et al. (2010a, 2010b, 2013), Hickey and Jacks (2011), and Elberg (2016), who emphasize
heterogeneity in price stickiness in research on the LOP.

35Under the more general CRRA form, firms form expectations about the entire future path of labor
supply from the time of price setting to the infinite future. As a result, the estimation equation includes
one-period-ahead good-level and aggregate RERs, which leads to endogeneity due to the correlation between
the explanatory variables and the forecast errors in the error term.

36See Engel and Rogers (1996) and Crucini et al. (2010b).
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5 Explaining the PPP puzzle

We turn to the implications of our finding of aggregate RER dependence for the PPP puzzle.

5.1 Persistence of the aggregate RER

Let ρq be the first-order autocorrelation of aggregate RERs. Because the AR coefficient in

(33) corresponds to the first-order autocorrelation, let us rewrite (33) as:

ln qt = ρq ln qt−1 + ρqε
n
t , (39)

where ρq = λ/[1 − (1 − m)(1 − λ)]. In the following proposition, we now discuss Rogoff’s

(1996) PPP puzzle.

Proposition 2 Under the same assumptions as in Proposition 1,

ρq ≥ λ, (40)

provided m ∈ (0, 1] and λ ∈ (0, 1). The equality holds if and only if m = 1.

Proof. It follows from the fact that (1−m)(1− λ) ≤ 1, where (40) holds with the equality

if and only if m = 1.

Proposition 2 suggests that behavioral inattention helps resolve Rogoff’s (1996) PPP

puzzle. Specifically, the aggregate RER exhibits greater persistence than implied by the

degree of price stickiness. Without behavioral inattention (i.e., m = 1), ρq is equal to λ.

When firms are inattentive (i.e., m < 1), ρq becomes strictly greater than λ. Therefore,

even when nominal frictions are small, the model with a small m can account for a highly

persistent aggregate RER.

We rule out the possibility that firms are completely inattentive to the aggregate com-

ponent of real marginal costs (i.e., m = 0). In the limiting case where m approaches 0, ρq

converges to 1, making the aggregate RER identical to the NER, which follows a random

walk. However, such equivalence is never observed in the data. The same equivalence arises

under fixed prices (i.e., λ = 1), which is why we exclude λ = 1 as well asm = 0 in Propositions

1 and 2.

We also rule out the case of flexible prices (i.e., λ = 0) because (39) suggests that λ = 0

leads to no PPP deviations, even in the short run (i.e., ln qt = 0 for all t). Thus, our model

requires nominal rigidities as an external source of aggregate RER persistence. This feature
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of our model aligns with the concept of real rigidities in Ball and Romer (1990) and strategic

complementarity in Woodford (2003). Using a closed-economy model, Ball and Romer (1990)

show that real rigidities alone are insufficient to generate real effects of nominal shocks. They

argue that a combination of real rigidities and a small friction in nominal price adjustment

is crucial for nominal shocks to have real effects. Similarly, in our model, the combination

of behavioral inattention and nominal price adjustment frictions is essential for generating a

persistent aggregate RER.

Figure 3 shows how the persistence of the aggregate RER varies with changes in m. The

left panel plots ρq against m ∈ (0, 1], with λ set to 0.34. For reference, the figure also

includes the line representing the lower bound of ρq, given by λ = 0.34. Starting from ρq = λ

when m = 1, ρq increases monotonically as m decreases. Persistence approaches unity as m

approaches zero. The right panel illustrates the ρq to λ ratio, defined as:

ρq
λ

=
1

1− (1−m) (1− λ)
. (41)

This ratio captures the extent to which inattention amplifies the persistence of the aggregate

RER that would be explained solely by nominal rigidities under full attention. The figure

shows that the ρq to λ ratio can be quite large, depending on the value of m.

The estimated degrees of attention suggest that behavioral inattention makes PPP devi-

ations more than twice as persistent as predicted by price stickiness alone. In the left panel

of Figure 3, ρq = 0.34 when m = 1. However, the same panel shows that ρq = 0.76 when we

use m = 0.16 from specification (1) in Table 1 as the calibrated value for US–Canadian city

pairs. The right panel of the figure also indicates that this calibrated value yields a ρq to λ

ratio exceeding two. In particular, the ratio is 2.24 when m = 0.16. When we instead use

m = 0.14 from specification (1) in Table 1 for the UK–Euro area city pairs, ρq rises to 0.79,

and the corresponding ρq to λ ratio is 2.31.

Let us evaluate the persistence of the aggregate RER in terms of the half-life. The upper

panel of Table 3 compares the predicted half-lives of the aggregate RER with those observed

in our data, computed using the standard formula − ln(2)/ ln ρq. Using the aggregate RER

employed in our regressions, we estimate half-lives from an AR(1) model for ln qt. As shown

in the third column (headed “Data”), the observed half-life for the US–Canadian city pairs

is 4.92 years. The aggregate RER for the UK–Euro area city pairs exhibits a shorter half-life

of 2.40 years.37

37Note that we have multiple aggregate RERs for the UK–Euro area city pairs because CPIs vary across
Euro area countries. The half-life of 2.40 years reported in Table 3 represents the mean of the estimated
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How much can the estimated degree of attention explain the observed half-life of the

aggregate RER? For US–Canadian city pairs, the predicted half-life is 2.62 years when using

m = 0.16 (see the first row of the upper panel of Table 3). To account for estimation

uncertainty, we also report the 95 percent confidence interval based on the standard errors of

m̂. Using the lower and upper bounds of this confidence interval, the predicted half-life ranges

from 1.99 to 4.01 years. Thus, under m = 0.16, the predicted half-life is slightly shorter than

the observed half-life of 4.92 years for US–Canadian city pairs. However, recall that when

allowing for heterogeneity in price stickiness, the estimated m decreases from 0.16 to 0.11.

In this case, the predicted half-life extends to 3.70 years, with a range of 2.52 to 7.61 years,

which includes the observed half-life of 4.92 years (see the second row of the upper panel).

For the UK–Euro area city pairs, the predicted half-life is 2.81 years, ranging from 1.90

to 6.13 years, when we use m = 0.14 (see the third row of the upper panel of Table 3).

The predicted half-life exceeds the observed half-life of 2.40 years. However, the 95 percent

confidence interval includes the observed value. Therefore, the model successfully accounts

for the observed half-life for the UK–Euro area city pairs. Since m̂ decreases only slightly

from 0.14 to 0.13 when incorporating the good-specific degree of price stickiness, the model

continues to account for the observed half-life for the UK–Euro area city pairs.

We emphasize that the model of behavioral inattention outperforms the model with full

attention. When m = 1, the first-order autocorrelation of the aggregate RER is only 0.34, as

ρq = λ = 0.34. This low persistence of the aggregate RER results in a significantly shorter

half-life of 0.64 years compared to the case where m < 1.

Using the half-lives obtained here, we can calculate the relative contribution of heterogene-

ity in price stickiness to the total increase in half-lives. Based on the estimate using a common

λ (m̂ = 0.16), the half-life is extended by 1.98 (= 2.62−0.64) years for the US–Canadian city

pairs. By using the estimate that allows for heterogeneity in price stickiness (m̂ = 0.11), the

half-life is further extended by 1.08 (= 3.70−2.62) years. Therefore, the contribution of incor-

porating heterogeneity in price stickiness is approximately 35.5 (≈ 100× 1.08/(1.98 + 1.08))

percent. A similar calculation for UK–Euro area city pairs results in a contribution of ap-

proximately 7.9 percent.

Figure 4 reconfirms the improvement in predicted half-lives based on the impulse response

function. Here, the impulse response functions represent the response of the aggregate RER

to a nominal shock. The sign of the nominal shock is chosen such that the aggregate RER

depreciates on impact. For comparison, initial responses are normalized to unity.38 In the

half-lives for each country pair to which the UK–Euro area city pairs belong.
38Note that the impulse response function of the aggregate RER can be derived from the AR(1) process
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figure, the point of intersection between the horizontal line at 0.5 and the impulse response

function for each case allows us to identify the half-life graphically. Compared to the model

with full attention (m = 1, represented by the line with asterisks), the point of intersection

shifts further to the right in the cases of m = 0.11 (an estimate for the US–Canadian city

pairs, represented by the line with pluses) and m = 0.13 (an estimate for the UK–Euro

area city pairs, represented by the line with circles), indicating that the model of behavioral

inattention predicts significantly longer half-lives.

5.2 Persistence of the good-level RER

We next turn to the good-level RER. Let ρqi denote the first-order autocorrelation of the good-

level RER. The following proposition characterizes the relationship between the persistence

of good-level RERs and that of the aggregate RER, as predicted by the model.

Proposition 3 Under the same assumptions as in Proposition 1

ρq ≥ ρqi, (42)

provided m ∈ (0, 1], λ ∈ (0, 1), and σr/σn ∈ (0,∞). The equality holds if m = 1 or ψ = 0.

Proof. See Appendix A.10.

Proposition 3 shows that in the standard model under full attention (i.e., m = 1), the

predicted persistence of the aggregate RER equals that of good-level RERs, which contra-

dicts the data. However, the proposition also shows that the model of behavioral inattention

(i.e., m < 1) can account for the puzzling fact that the aggregate RER is significantly more

persistent than good-level RERs. Notably, we obtain this result without relying on the “ag-

gregation bias” identified by Imbs et al. (2005). They emphasize that heterogeneity in the

persistence of good-level RERs creates an upward bias in the persistence of the aggregate

RER. Using multisector sticky-price models with heterogeneity in price stickiness, Carvalho

and Nechio (2011) successfully account for this upward bias. In contrast, our model delib-

erately assumes homogeneity in persistence across goods. Nevertheless, it can qualitatively

explain the gap in persistence between the aggregate and good-level RERs.

In our model, two parameters, m and ψ, play a crucial role in explaining this gap. Their

(39).
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role can be further examined through the ρq to ρqi ratio, defined as:

ρq
ρqi

=
1

1− (1−m) (1− λ) A
1+A

, (43)

where

A =
[(1− λ)(1− λδ)]2

1− λ2

{
[1− (1−m)(1− λ)]2 − λ2

λ2

}
ψ2

(
σr
σn

)2

∈ [0,∞) (44)

The derivation is provided in Appendix A.10. From these equations, it follows that the

ρq to ρqi ratio is strictly greater than one as long as firms are inattentive to the aggregate

component of real marginal costs and real shocks are present in (26). In (43), behavioral

inattention, namely m < 1, is necessary to increase the ρq to ρqi ratio. However, behavioral

inattention alone is not sufficient to generate the gap between ρq and ρqi. Recall that, if ψ is

nonzero, real shocks matters for the good-level RER in (26). If ψ2 > 0, A is always positive

in (44), reducing the denominator of (43) to a value less than one. Intuitively, a nonzero ψ

ensures that i.i.d. real shocks in (26) reduce the persistence of good-level RERs, leading to

ρq/ρqi > 1.

To assess the effect of m and ψ on the gap between ρq and ρqi, we calibrate the parameters

in (43) and (44). We set τ to 74 percent and ε to 4, based on Anderson and van Wincoop

(2004) and Broda and Weinstein (2006), respectively.39,40 Using these values, we obtain a

home bias parameter ω of 0.84, which is broadly consistent with values reported in the

literature.41 As discussed in Section 3, the degree of attention to the idiosyncratic component

is likely close to unity. Thus, we simply assume full attention to the idiosyncratic component

of real marginal costs (i.e., m2H = m2F = 1), resulting in ψ = 0.68. We later consider an

alternative value of ψ to evaluate its effect on the persistence of good-level RERs. We set

σr/σn = 5, which Crucini et al. (2013, p. 64) suggest is a plausible value based on sectoral

RER data. The household discount factor δ is set to 0.98, and the degree of price stickiness

λ is again set to 0.34.

Figure 5 illustrates the extent to which the good-level RER becomes less persistent than

39Using US data, Anderson and van Wincoop (2004) estimate transportation costs at 21 percent and
border-related trade barriers at 44 percent. Based on these values, they calculate total international trade
costs as 0.74(= 1.21× 1.44− 1).

40Broda and Weinstein (2006) report that the median elasticities of substitution during 1990 - 2001 are
3.1 at the seven-digit level of the Standard International Trade Classification (SITC) and 2.7 at the five-digit
level.

41For example, Chari et al. (2002, p. 546) set the home bias parameter at 0.76, while Steinsson (2008, p.
525) sets it at 0.94.
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the aggregate RER as a function of m. The left panel plots ρq and ρqi against m with a solid

line and a dashed line, respectively. The former is the same as that in Figure 3. Without

behavioral inattention (i.e., m = 1), ρq = ρqi = λ(= 0.34), meaning that the two curves

intersect at their lower bound, λ. When m deviates from unity, the curve for ρqi falls below

that of ρq, provided that ψ is nonzero. Furthermore, as previously discussed, ρq converges to

1 in the limiting case of m→ 0. Equation (44) indicates that A converges to zero as m→ 0.

Since (43) and A→ 0 imply ρq/ρqi → 1, ρqi also converges to 1. The right panel plots the ρq

to ρqi ratio against m with a solid line. In the same panel, a dashed-dotted line represents

the ρq to ρqi ratio when ψ is set to 0.34, half of its baseline value of 0.68. The panel indicates

that both curves are hump shaped, with the ratios reaching a value of one at both ends of

m ∈ (0, 1]. However, the dashed-dotted line lies below the solid line because a smaller ψ

weakens the effect of real shocks in reducing the persistence of the good-level RER.

The estimated degrees of attention suggest that inattention reduces the persistence of the

good-level RER to less than two-thirds of that of the aggregate RER. Suppose that m = 0.16,

the estimated degree of attention for US–Canadian city pairs. The left panel of Figure 5 shows

that ρqi is 0.49, whereas ρq is 0.76. The solid line in the right panel indicates that the ρq

to ρqi ratio is 1.55. Equivalently, ρqi is less than two-thirds of ρq (i.e., 0.49/0.76 < 2/3).

Similar results hold for the estimated degree of attention in UK–Euro area city pairs. When

m = 0.14, ρqi = 0.51 and ρq = 0.79. Thus, our model predicts that ρqi is also less than

two-thirds of ρq (0.51/0.79 < 2/3) for UK–Euro area city pairs.

The lower panel of Table 3 presents the predicted half-lives of the good-level RER under

the estimated degrees of attention. The second column of the table also provides the ranges

of the predicted half-lives, allowing for estimation uncertainty. For comparison, the rightmost

column reports the median half-lives of the good-level RERs estimated from our dataset.42

In the data from 1990 to 2015, we find that the half-life of the median good is 1.61 years for

the US–Canadian city pairs and 1.18 years for the UK–Euro area city pairs, both of which are

much shorter than the half-lives of the aggregate RER shown in the corresponding column of

the upper panel. The estimated half-lives are also consistent with previous studies using EIU

data. For example, Crucini and Shintani (2008) find that the half-life of the median good

ranges from 1.03 to 1.61 years based on EIU data from 1990 to 2005. Bergin et al. (2013)

42We estimate the panel AR(1) model for ln qijt for each good i, using the generalized method of moments
estimator of Arellano and Bond (1991). The estimated AR(1) coefficient is then transformed into the half-life.
Typically, the good-by-good panel consists of more than 1,400 observations for the US–Canadian city pairs
and more than 700 observations for the UK–Euro area city pairs. The median half-lives reported in Table
3 are based on half-lives estimated from panels with more than 500 observations for the US–Canadian city
pairs and more than 250 observations for the UK–Euro area city pairs.
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also use EIU data to construct good-level RERs from 1990 to 2007, and estimate an AR(1)

model showing an average half-life of 1.15 years.

How much can the estimated degree of attention explain the observed persistence of

good-level RERs? Similar to the case of the aggregate RER, m = 0.16 is not low enough to

fully account for the observed half-life of the good-level RER in the US–Canadian city pairs.

The predicted half-life is 0.98 years, and the 95 percent confidence interval is [0.85, 1.29] in

years. Thus, the predicted half-life is slightly shorter than the observed half-life of 1.61 years.

However, when allowing for heterogeneity in price stickiness by using m̂ = 0.11, the model

predicts a half-life of 1.22 years. The 95 percent confidence interval of [0.96, 2.11], which

includes the observed half-life. For the UK–Euro area city pairs, the predicted half-lives are

1.03 years under m = 0.14 and 1.07 years under m = 0.13. In both cases, the confidence

intervals include the observed half-life of 1.18 years, indicating that the model explains the

persistence of good-level RERs reasonably well.

We can again calculate the relative contribution of heterogeneity in price stickiness to

the total increase in half-lives. When m decreases from 1.00 to 0.16, behavioral inattention

extends the half-life of the good-level RER by 0.34 (= 0.98−0.64) years for the US–Canadian

city pairs. By using the estimate that allows for heterogeneity in price stickiness (m̂ =

0.11), the half-life of the good-level RER increases by 0.24 (= 1.22 − 0.98) years. Thus,

the contribution of incorporating heterogeneity in price stickiness is approximately 41.0 (≈
100 × 0.24/(0.34 + 0.24)) percent. In contrast, the contribution is only 9.4 percent for the

UK–Euro area city pairs.

Before closing this section, two remarks are in order. First, Propositions 2 and 3 can be

combined to derive the ρqi to λ ratio, which measures the amplification from λ to ρqi. In

particular, using (41) and (43), we obtain

ρqi
λ

=
1− (1−m) (1− λ) A

1+A

1− (1−m) (1− λ)
≥ 1, (45)

where equality holds if and only if m = 1. In other words, as long as 0 < m < 1, the

persistence of the good-level RER exceeds λ. This theoretical result is also consistent with

Kehoe and Midrigan’s (2007) empirical finding that the good-level RER is more persistent

than what is predicted solely by the degree of price stickiness. Together with the result from

(43), our model predicts the inequalities ρq > ρqi > λ.

Second, our model of behavioral inattention can reproduce the findings of Bergin et al.

(2013), who analyze the persistence of the good-level RER conditional on shocks. Using a
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vector error correction model for each good, they find that the good-level RER is as persistent

as the aggregate RER, conditional on a macroeconomic shock. We can analyze the good-level

RER conditional on a macroeconomic shock by letting σr → 0. According to (44), σr → 0

implies A → 0. Therefore, (43) and (45) imply that ρq = ρqi > λ, which is consistent with

the empirical finding of Bergin et al. (2013).

6 Discussion

In this section, we compare the model of behavioral inattention to other potential explanations

of the PPP puzzle. We discuss three key related contributions in the literature and also show

the robustness of our model to the incorporation of a Taylor rule.

6.1 The model of roundabout production

Aggregate RER dependence arises from strategic complementarity. Naturally, the literature

on RERs has extensively incorporated this concept in different structural forms (e.g., Kehoe

and Midrigan, 2007, and Burstein and Gopinath, 2014). Basu (1995) develops a model of

roundabout production in which firms’ pricing is influenced by the aggregate prices due to

their impact on the cost of intermediate goods.43 If a model with strategic complementar-

ity produces a similar dynamic equation for the good-level RER, our regression may face

difficulties in identifying our model from alternative ones. We address this concern in this

section.

Consider the US firm’s production function given by

yit(z) = ait[Γit(z)]
r[nit(z)]

1−r, 0 ≤ r < 1, (46)

where Γit(z) denotes intermediate goods for brand z of good i. The parameter r represents

the degree of roundabout production. Since intermediate goods can also be consumed as

final goods, their price is the same as that of final goods, Pt. The firm’s cost minimization

problem implies that the nominal marginal cost is r̃P r
tW

1−r
t /ait, where r̃ = r−r(1− r)−(1−r).

Given that the prices of intermediate goods equal the aggregate prices, the resulting real

marginal cost is r̃w1−r
t /ait. Based on this real marginal cost, the US firm’s real profits from

43Firms’ pricing can also be influenced by the aggregate prices through alternative frameworks, such as
Kimball’s (1995) kinked demand curve and Bergin and Feenstra’s (2001) translog preferences. See also
Burstein and Gopinath (2014) for other specifications of strategic complementarity.
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selling brand z of good i in the US market are [pit(z)− r̃w1−r
t /ait]cit(z) = {p̄it(z) exp[p̂it(z)]−

r̃w̄1−r exp[(1− r)ŵt − âit]}cit(z).
Appendix A.11 derives the dynamic equation for the good-level RER:

ln qit = λ ln qit−1 + rν(1− λ) ln qt + λεnt + (1− λ)(1− λδ)ψRP εrit, (47)

where ν is a function of model parameters, including r, and ψRP = 2ω−1, where a superscript

RP denotes roundabout production.44

Equation (47) shares a structural similarity with (26). Within the coefficient on the

aggregate RER, 1 − m, in (26) is replaced by rν. Analogous to the effect of a smaller m,

a larger r leads to a stronger correlation between the good-level RER and the aggregate

RER. Consequently, this results in more persistent RERs at both the aggregate and goods

levels. Furthermore, the test for aggregate RER independence can be conducted in the same

manner as in (36). Rejecting the null hypothesis of β = 0 implies a rejection of the absence

of roundabout production, as r = 0 would imply β = 0. This result has an important

implication for testing aggregate RER independence. Even if firms are fully attentive, the

data may still reject the null hypothesis of β = 0 in the presence of roundabout production.

Yet, we can still evaluate the model of roundabout production using the relationship that

rν in (47) corresponds to β in (36). Simulating rν with the parameter values calibrated in

the previous section, we evaluate whether the simulated rν matches the estimated β.

While we leave the details of the analysis to Appendix A.11, the simulated rν fails to

match the estimated β. We employ an extremely large value of r = 0.99 that maximizes

the persistence of the aggregate RER in the model of roundabout production. Under our

parameter values, the simulated value of rν is only 0.55, which is much lower than the

estimated β. Among the estimates of β in Tables 1 and 2, specification (2) of Table 1 for the

US–Canadian city pairs provides the lowest estimated value of 0.80, with a standard error of

0.03. The simulated value rν = 0.55 falls outside the 95 percent confidence interval, [0.75,

0.86]. This result sharply contrasts with the model of behavioral inattention, which can easily

accommodate the estimated β within the range of 0 < m < 1.

Figure 6 depicts the impulse response functions of the aggregate RER to a nominal shock,

comparing the model of roundabout production with that of behavioral inattention. The line

44The parameter ν is defined as ν = (1− λδ)ψRP /(1− λδθ1), where θ1 is the first-order autocorrelation of
ln qt in the model of roundabout production. Using the method of undetermined coefficients, we can show that

θ1 is given by θ1 = [1/(2λδ)]
{
1 + λ2δ − (1− λ)(1− λδ)ψRP r −

√
[1 + λ2δ − (1− λ)(1− λδ)ψRP r]2 − 4λ2δ

}
.

For further details, see Appendix A.11.
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with squares represents the impulse response function for the model of roundabout production

when r = 0.99. The line with pluses reproduces the impulse response function for the model

of behavioral inattention, using the estimate from the US–Canadian city pairs (m = 0.11).

Additionally, the impulse response function with asterisks, replicated from Figure 4, repre-

sents the model of full attention (without roundabout production). As before, we simulate

the aggregate RER depreciation, normalized to unity on impact, and draw a horizontal line

at 0.5.

The model of roundabout production also fails to generate the observed half-life. Even

with r = 0.99, the half-life of the aggregate RER is only about 1.10 years.45 While the half-life

is slightly longer than that in the model of full attention, it remains considerably shorter than

the observed data. This result is consistent with Kehoe and Midrigan (2007) who extended

their baseline model with roundabout production. They argued that adding real rigidity

moves the theory in the right direction, but it is still far from the data. In contrast, the

model of behavioral inattention yields a much longer half-life of 3.74 years, which is more

consistent with empirical observations.

What drives the differences between the two models? In Appendix A.12, we derive the

optimal reset prices in nominal terms for both models. Suppressing constant terms, the

optimal reset prices in nominal terms are given by

lnPHit = (1−m1H) lnPt +m1H(1− λδ)
∞∑
k=0

(λδ)kEt lnWt+k, (48)

for the model of behavioral inattention, and

lnPHit = (1− λδ)
∞∑
k=0

(λδ)kEt [r lnPt+k + (1− r) lnWt+k] , (49)

for the model of roundabout production.46

This difference between the two equations highlights why behavioral inattention is more

effective in addressing the PPP puzzle. To facilitate the comparison, we assume r = 1−m1H .

In this case, the two equations become identical when λ = 0 or λ = 1. However, when

0 < λ < 1, the coefficient on lnPt in the right-hand side of (48) is r, whereas that in (49)

is (1 − λδ)r. Since the former coefficient is strictly larger than the latter, the dependence

of the optimal reset price on the aggregate prices is stronger in (48). Consequently, the de-

45Under our model’s assumption, we can show that the aggregate RER follows an AR(1) process. The
first-order autocorrelation is only 0.53 even under r = 0.99.

46The appendix also shows that our model’s assumptions lead to (48) to (29).
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gree of aggregate RER dependence also increases. This fact has been overlooked in previous

studies, as comparisons of models with strategic complementarity have typically relied on the

form of (49) (see Burstein and Gopinath, 2014). Thus, the framework of behavioral inatten-

tion introduces a new dimension to the literature on international pricing in macroeconomic

models.

6.2 Heterogeneity in price stickiness

In Section 5, we showed that while behavioral inattention significantly improves the prediction

of the half-life, the estimated degree of attention that allows for the heterogeneity in price

stickiness further improves the predictions. Especially in the US–Canadian city pairs, the

contribution of the heterogeneity in price stickiness to the increase in half-lives is nonnegligi-

ble. Out of the total improvement in prediction when considering both behavioral inattention

and the heterogeneity in price stickiness, the contribution of the latter is 35.5 percent for the

aggregate RER and 41.0 percent for the good-level RER. However, this relative contribution

only reflects the effect of heterogeneity in price stickiness when estimating m. We do not

consider the aggregation bias in multisector sticky-price models with heterogeneity in price

stickiness, as discussed in Carvalho and Nechio (2011).

Thus, a natural question arises: Can aggregation bias in multisector sticky-price models

alone explain the PPP puzzle? We argue that the answer is no because Carvalho and Nechio’s

(2011) results in the multisector model rely on the persistence of NER growth. In their model,

NER growth follows an AR(1) process:

∆ lnSt = ρ∆s∆ lnSt−1 + εnt , (50)

with ρ∆s = 0.80 at a monthly frequency. However, as they acknowledge, this value of ρ∆s

is unrealistically high compared to what NER data suggest. They point out that “(f)or

ρ∆s ≈ 0.35, the model falls short of generating as much persistence in real exchange rates as

in the data, even with heterogeneity in price stickiness” (Carvalho and Nechio, 2011, p. 2418).

In contrast, our model of behavioral inattention can fully explain the persistent aggregate

RER under the assumption of no persistence in NER growth (i.e., ρ∆s = 0).

We thus conclude that while the aggregation bias in sticky-price models may partially

explain the PPP puzzle, it is insufficient to fully account for it under the realistic stochastic

process of the NER. Beyond aggregation bias, an additional framework is needed to fill the

gap between the model and the data. Behavioral inattention could be a promising candidate
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for this role.

6.3 Rational inattention

While our discussion thus far has centered on Gabaix’s model of inattention, alternative mod-

els of inattention also deserve careful consideration. For example, Maćkowiak and Wiederholt

(2009) propose a model of rational inattention, in which firms allocate attention to noisy

signals about nominal aggregate demand and idiosyncratic productivity, subject to an in-

formation processing capacity constraint.47 In this section, given the conceptual similarities

between rational inattention models and our model, we connect our model to the literature

on rational inattention.

We first derive the dynamic equation for the good-level RER from the rational inattention

model of Maćkowiak and Wiederholt (2009) in which firms choose nominal prices under

flexible prices and pay attention to stationary (or detrended) nominal aggregate demand. To

incorporate rational inattention into our two-country model, we follow their assumptions that

firms’ choice variable is nominal prices and set λ = 0. Furthermore, while we maintain their

assumption that firms observe noisy signals about nominal aggregate demand (or equivalently,

nominal money supply, given Mt = PtCt), we additionally assume that Mt−1 is fully known

at the beginning of period t. Under this assumption, information about the (nonstationary)

nominal money supply Mt are equivalent to information about the detrended nominal money

supply (i.e., its growth rate Mt/Mt−1). As we will show, this information structure facilitates

comparison with the model of behavioral inattention.

In this model, each period is divided into two stages. In stage 1, firms form expectations

about the nominal money supply and idiosyncratic productivity based on noisy signals. Using

the example of US firms selling their brands in US markets, the firm’s optimal price under

flexible prices is given by

lnPHit(z) = Eizt(lnMt − ln ait)

= lnMt−1 + EiztεMt − Eiztεait, (51)

where constant terms are suppressed, and Eizt(·) denotes the expectation operator conditional

on brand-specific signals received by firms. Expectations may differ across brands so that the

optimal prices depend on z. This equation reflects the firm’s expected nominal marginal cost,

47See also the pioneering work by Sims (2003) and the comprehensive survey by Maćkowiak and Wiederholt
(2023).
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Eizt(lnWt − ln ait) = Eizt(lnMt − ln ait).
48 Firms observe the signals sMit (z) = lnMt + ξMit (z)

and sait(z) = ln ait + ξait(z). Because Mt−1 is fully known at the beginning of period t, it

can be taken outside the expectation operator, leaving only the shocks inside. At this stage,

firms set their prices based on their expectations about fundamentals. In stage 2, the true

values of the money supply and productivity are revealed, and all subsequent decisions (e.g.,

consumption and employment) are made under the predetermined prices.

We assume that shocks to fundamentals are normally distributed (i.e., εMt ∼ N(0, σ2
M) and

εait ∼ N(0, σ2
a)). For simplicity, we also assume that the noises satisfy ξMit (z) ∼ N(0, σ2

ξM) and

ξait(z) ∼ N(0, σ2
ξa).

49 Let mRI
1H and mRI

2H denote the steady-state Kalman gains for US firms

when extracting information about the nominal money supply in the US and idiosyncratic

labor productivity, respectively. These Kalman gains depend on the variance of noise, as

implied by Kalman filtering. Firms rationally choose mRI
1H and mRI

2H by minimizing σ2
ξM and

σ2
ξa, respectively, subject to an information processing capacity constraint.

Appendix A.13 shows that the above information structure yields the following equation:

ln qit = (1−mRI)εnt + ψRIεrit, (52)

where mRI = ωmRI
1H + (1 − ω)mRI

1F and ψRI = ωmRI
2H − (1 − ω)mRI

2F . Here, mRI
jF for j = 1, 2

denotes the steady-state Kalman gain for Canadian firms selling their brands in US markets.

We next derive a comparable dynamic equation from the model of behavioral inattention.

To facilitate comparison between the two models of inattention, we adopt assumptions that

differ from those used in the main analysis of behavioral inattention. As in the rational

inattention model above, firms are assumed to pay attention to the nominal money supply,

Mt. However, as noted in Section A.2, the degree of attention becomes one when firms attend

to nonstationary nominal variables. Nonetheless, behavioral inattention can still be analyzed

in this context if the degrees of attention are chosen separately for the nonstationary lnMt−1

and for the stationary εMt , as defined in (4). Under this specification, the degree of attention

to lnMt−1 is one, while that to εMt is less than one. Using the example of US firms selling

their brands in US markets, the firm’s optimal price under flexible prices is given by

lnPHit = lnMt−1 +mBI
1Hε

M
t −mBI

2Hε
a
it, (53)

48We suppress a constant term since nominal wages are given by Wt = χMt, as implied by (2).
49In the rational inattention model, firms choose the distribution of signals through their attention deci-

sions. Under the assumptions of Gaussian fundamentals (εMt and εait), a quadratic objective function, and an
unbounded choice set for lnPit+k(z), Gaussian signals are optimal, which justifies the normality assumption
of signals. See Maćkowiak et al. (2023, p. 231) for further details.

39



where mBI
jH for j = 1, 2 is the degree of attention under behavioral inattention. Here, we use

a superscript BI to differentiate it from rational inattention (RI). For j = 1, the object

of attention is money growth, εMt = ∆ lnMt, rather than the aggregate component of real

marginal costs. For j = 2, as before, the object of attention is idiosyncratic labor productivity.

Note that the coefficient on lnMt−1 is unity, as the degree of attention to lnMt−1 is one. This

equation resembles (51), in which the expectations of shocks are replaced by shocks attenuated

by the degrees of attention in (53).

While we leave the details to Appendix A.13, the resulting dynamic equation for the

good-level RER becomes

ln qit = (1−mBI)εnt + ψBIεrit, (54)

where mBI and ψBI are similarly defined as m and ψ.

The two models of inattention share some similarities. First, the dynamic equations (52)

and (54) have the same structure. Thus, depending on the assumptions, both models can

generate observationally equivalent dynamics for the good-level RER. Second, even when

prices are flexible (i.e., λ = 0), nominal shocks still affect RERs, implying monetary non-

neutrality. If firms are inattentive (i.e., mRI < 1 and mBI < 1), nominal prices do not fully

adjust to shocks in money growth, allowing nominal shocks to influence the good-level RER.

Hence, in both models, inattention serves as a source of nominal rigidity rather than strategic

complementarity. Third, both models fail to account for the PPP puzzle. In both behavioral

and rational inattention, the aggregate RER is governed by ln qt = (1−ml)εnt for l = RI or

BI. Given that εnt = εMt − εM∗
t is i.i.d., the implied half-life of the aggregate RER is zero.

Similarly, the good-level RER also exhibits a zero half-life, since both εnt and εrt are i.i.d. in

(52) and (54).

The above comparison highlights the importance of framing in behavioral inattention and

the flexibility of the model of behavioral inattention. As we noted earlier, Gabaix (2014)

argues that different theoretical implications arise depending on whether agents adopt a

“nominal” frame, in which agents pay attention to nominal variables, or a “real” frame,

in which they pay attention to real variables. In our context, the distinction between real

and nominal frames is crucial: Inattention to real marginal costs helps explain the PPP

puzzle, while inattention to nominal marginal costs generates only nominal rigidities (as in

the rational inattention model). Since theoretical results for the real frame are available in

studies on behavioral inattention (but not in those on rational inattention), we take advantage

of this to address the PPP puzzle.
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6.4 The monetary policy rule

We have assumed a random walk process for the money supply in both countries (see (4)

and (5)). While a constant money growth rule leads to an empirically plausible NER, the

Taylor rule is also a realistic representation of monetary policy. To assess the robustness of

our results, we replace the money growth rule with a Taylor rule.

While the details of the model are presented in Appendix A.14, we assume here that the

US policy interest rate is determined by

R̂t = ρRR̂t−1 + (1− ρR)αππt + εRt ,

where Rt is the gross nominal interest rate in the US, and R̂t denotes its log deviation from

the steady state. The monetary policy shock is denoted by εRt . The parameter ρR ∈ [0, 1)

captures interest rate inertia, and the inflation coefficient satisfies απ > 1. The Canadian

policy interest rate R̂∗
t follows a symmetric structure to that of the US. In this model, the

NER is determined by the uncovered interest parity.50

The model with the Taylor rule yields two main findings. First, under full attention, the

persistence of the aggregate RER is even lower than the degree of price stickiness (ρq < λ),

and also lower than the persistence of the good level RER (ρq < ρqi). Given that ρq is

bounded below by λ and ρqi under the baseline model with the constant money growth rule

(see Propositions 2 and 3), the model with the Taylor rule under full attention produces

substantially worse predictions. The introduction of the persistence of monetary policy shock

(εRt ) improves the predictions of the model but the predicted ρq and ρqi under the full attention

remain inconsistent with the data.

Second, in contrast to full attention, behavioral inattention better accounts for the per-

sistence of both aggregate and good-level RERs, even in the model with the Taylor rule.

Under a reasonable value of m, the model successfully predicts ρq > ρqi > λ at the levels

consistent with the data. Notably, the predicted half-lives of the aggregate RER range from

2.3 to 2.6 years and those of the good-level RER range from 1.5 to 1.8 years, exceeding 0.64

years implied from the baseline model with the constant money growth rule under full atten-

tion.51 Thus, the model of behavioral inattention continues to have a powerful mechanism to

generate persistent RERs at both the aggregate and goods levels.

50Using a model similar to Crucini et al. (2013), Nakamura (2022) investigates the volatility of LOP
deviations under the Taylor rule.

51See the first column of Table A.6 discussed in Appendix A.14.
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7 Conclusion

In this paper, we addressed two empirical anomalies. First, the observed aggregate RER is

much more persistent than theoretical predictions based on the standard model of nominal

price rigidities. Second, micro price evidence indicates that good-level RERs are often less

persistent than the aggregate RER. To reconcile the PPP and LOP evidence, we adapted the

model of behavioral inattention in Gabaix (2014) to a two-country sticky-price model. We

showed that firms’ pricing under inattention generates a dependence of good-level RERs on

the aggregate RER, which is the key to explaining the puzzling behavior of RERs.

Using international price data, we tested whether good-level RERs independent or the

aggregate RER. We strongly reject the null hypothesis of aggregate RER independence. In

our model of behavioral inattention, aggregate RER dependence leads to an aggregate RER

that is more than twice as persistent as predicted by nominal rigidities alone. Our model also

predicts that the persistence of good-level RERs is less than two-thirds that of the aggregate

RER. It quantitatively replicates the observed half-lives of both aggregate and good-level

RERs.

We also explored alternative explanations for the puzzling persistence of RERs in com-

parison to our model. We showed that although the roundabout production model yields a

dynamic equation for the good-level RER similar to that in the model of behavioral inatten-

tion, it fails to replicate the observed persistence of the aggregate RER under our calibration.

We further discussed that a multisector sticky-price model with heterogeneity in price sticki-

ness is promising, but insufficient to fully account for the PPP puzzle. Rational inattention is

another alternative model of inattention and can generate observationally equivalent dynam-

ics for the good-level RER, depending on assumptions. We argued that behavioral inattention

offers greater flexibility in modeling which variables economic agents pay attention to.

Nevertheless, further empirical analysis is desirable to distinguish models of inattention

from other models with strategic complementarity. A key distinguishing feature is that the

degree of attention is endogenous.52 Models of inattention predict that endogenous attention

increases when the variance of shocks increases. For this reason, during the period in which

shocks are volatile, such as the COVID-19 pandemic, strategic complementarity is likely to

weaken, holding other factors unchanged. In contrast, strategic complementarity arising from

the production or the utility functions (e.g., roundabout production, kinked demand curves,

or translog preferences) is less likely to be sensitive to time variations in shock uncertainty.

Therefore, one testable implication is that RERs should exhibit greater persistence during

52Weber et al. (2025) provide evidence for the state dependency of attention.
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periods of lower aggregate shock volatility, after controlling for various factors that may also

influence RER persistence. Yet, distinguishing behavioral inattention from rational inatten-

tion poses other challenges. To overcome this limitation, it would be ideal to examine survey

data that directly ask firm managers about their pricing decisions. Such data could provide

valuable insights and represent a promising avenue for future research.
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A Appendix

A.1 The objective function for the pricing decision

This appendix derives the objective functions that fully attentive firms aim to maximize. We

begin with the case of US firms. The objective function for selling their brands in US markets

is given by

vit(z) = Et
∞∑
k=0

λkδt,t+k (1/Pt+k)

[
Pit(z)−

Wt+k

ait+k

]
cit,t+k(z), (55)

subject to the demand function by US consumers for brand z of good i conditional on the

US firm having last reset its price in period t:

cit,t+k(z) =

[
Pit(z)

Pit+k

]−ε
cit+k, (56)

where z ∈ [0, 1/2]. Using the definitions of pit(z), wt, and pit, we can also rewrite (55) and

(56) as

vit(z) = Et
∞∑
k=0

λkδt,t+k
Pt
Pt+k

[
pit(z)−

wt+k
ait+k

Pt+k
Pt

]
cit,t+k(z), (57)
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and

cit,t+k(z) =

{[
pit(z)

pit+k

](
Pt
Pt+k

)}−ε

cit+k, (58)

respectively.

For a generic variable xt, we express xt as xt = x̄ exp(x̂t), where x̂t = lnxt − ln x̄ and x̄ is

the steady-state value of xt. In addition, the steady-state value of Pt+k/Pt is unity since the

steady-state inflation is zero. Likewise, the steady-state value of ait is unity from (6). Using

these facts, (57) can be rewritten as

vit(z) = Et
∞∑
k=0

λkδt,t+k
Pt
Pt+k

{
p̄i(z) exp [p̂it(z)]− w̄ exp

(
ŵt+k +

k∑
l=0

πt+l − âit+k

)}
cit,t+k(z),

where Pt+k/Pt =
∏k

l=1 Pt+l/Pt+l−1 = exp
[∑k

l=1 ln (Pt+l/Pt+l−1)
]
= exp

(∑k
l=1 πt+l

)
. Using

the definition of µ̂Ht+k = ŵt+k +
∑k

l=0 πt+l yields (10) in the main text. For the demand

function, we also rewrite (58) to obtain (11):

cit,t+k(z) =

[
p̄i(z)

p̄i

]−ε
exp

{
−ε

[
p̂it(z)−

k∑
l=1

πt+l − p̂it+k

]}
cit+k. (59)

Next, we derive the objective function for US firms selling their brands in Canadian

markets. When exporting their brands, firms set prices in the local currency. Under this

assumption, the objective function is

v∗it(z) = Et
∞∑
k=0

λkδt,t+k (1/Pt+k)

[
St+kP

∗
it(z)− (1 + τ)

Wt+k

ait+k

]
c∗it+k(z), (60)

subject to the demand function by Canadian consumers conditional on the US firm having

last reset its price in period t:

c∗it+k(z) =

[
P ∗
it(z)

P ∗
it+k

]−ε
c∗it+k, (61)

where z ∈ [0, 1/2].
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Using the definitions of p∗it(z) = P ∗
it(z)/P

∗
t and p∗it = P ∗

it/P
∗
t , we rewrite (60) as follows:

v∗it(z) = Et
∞∑
k=0

λkδt,t+k
St+kP

∗
t+k

Pt+k

[
P ∗
it(z)

P ∗
t

P ∗
t

P ∗
t+k

− (1 + τ)
Pt+k

St+kP ∗
t+k

Wt+k/Pt+k
ait+k

]
c∗it,t+k(z)

= Et
∞∑
k=0

λkδt,t+kqt+k

[
p∗it(z)

P ∗
t

P ∗
t+k

− (1 + τ)
wt+k

qt+kait+k

]
c∗it,t+k(z)

= Et
∞∑
k=0

λkδt,t+kqt+k
P ∗
t

P ∗
t+k

[
p∗it(z)− (1 + τ)

wt+k
qt+kait+k

P ∗
t+k

P ∗
t

]
c∗it,t+k(z).

Again, using the expression of xt = x̄ exp (x̂t), the assumption of the zero-inflation steady

state and (7), (60) can be rewritten as follows:

v∗it(z) = Et
∞∑
k=0

λkδt,t+kqt+k×
P ∗
t

P ∗
t+k

{
p̄∗i (z) exp [p̂

∗
it(z)]− (1 + τ)

w̄

q̄
exp

(
µ̂∗
Ht+k − âit+k

)}
c∗it,t+k(z),

where µ̂∗
Ht+k = ŵt+k − q̂t+k +

∑k
l=1 π

∗
t+l. The demand function by Canadian consumers can

be derived from (61) in the same way as (11) is derived from (56).

We can similarly derive the objective function of Canadian firms indexed by z ∈ (1/2, 1].

When Canadian firms sell their brands in Canadian markets, the objective function that fully

attentive Canadian firms aim to maximize is

v∗it(z) = Et
∞∑
k=0

λkδ∗t,t+k
(
1/P ∗

t+k

) [
P ∗
it(z)−

W ∗
t+k

a∗it+k

]
c∗it,t+k(z)

= Et
∞∑
k=0

λkδ∗t,t+k
P ∗
t

P ∗
t+k

[
p∗it(z)−

w∗
t+k

a∗it+k

(
P ∗
t+k

P ∗
t

)]
c∗it,t+k(z)

= Et
∞∑
k=0

λkδ∗t,t+k
P ∗
t

P ∗
t+k

{
p̄∗i (z) exp [p̂

∗
it(z)]− w̄∗ exp

(
µ̂∗
Ft+k − â∗it+k

)}
c∗it,t+k(z),

where µ̂∗
Ft+k = ŵ∗

t+k +
∑k

l=1 π
∗
t+l. Similarly, when Canadian firms sell their brands in US
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markets, the objective function that fully attentive Canadian firms aim to maximize is

vit(z) = Et
∞∑
k=0

λkδ∗t,t+k
(
1/P ∗

t+k

) [Pit(z)
St+k

− (1 + τ)
W ∗
t+k

a∗it+k

]
cit,t+k(z)

= Et
∞∑
k=0

λkδ∗t,t+k

(
Pt+k

St+kP ∗
t+k

)[
Pit(z)

Pt

Pt
Pt+k

− (1 + τ)
W ∗
t+k/P

∗
t+k

a∗it+k

St+kP
∗
t+k

Pt+k

]
cit,t+k(z)

= Et
∞∑
k=0

λkδ∗t,t+kq
−1
t+k

[
pit(z)

Pt
Pt+k

− (1 + τ)
w∗
t+kqt+k

a∗it+k

]
cit,t+k(z)

= Et
∞∑
k=0

λkδ∗t,t+kq
−1
t+k

Pt
Pt+k

[
pit(z)− (1 + τ)

w∗
t+kqt+k

a∗it+k

Pt+k
Pt

]
cit,t+k(z)

= Et
∞∑
k=0

λkδ∗t,t+kq
−1
t+k

Pt
Pt+k

{p̄i(z) exp [p̂it(z)]− (1 + τ)w̄∗q̄ exp (µ̂Ft+k − âit+k)} cit,t+k(z),

where µ̂Ft+k = ŵt+k + q̂t+k +
∑k

l=1 πt+l.

The demand functions conditional on the Canadian firm having last reset its price in

period t can easily be derived in the same way as the derivation of (11).

A.2 The optimal reset prices under behavioral inattention

We first derive (17). Using the definition of µ̂Ht+k = ŵt+k +
∑k

l=1 πt+l, we rewrite the log-

linearized first-order condition (16) as

p̂Hi(x̂Hit,mH)

= (1− λδ)Et
∞∑
k=0

(λδ)k(m1Hŵt+k −m2H âit+k) +m1H(1− λδ)Et
∞∑
k=0

(λδ)k
k∑
l=1

πt+l. (62)
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We separately arrange the terms in the right-hand side of (62). First, note that

(1− λδ)Et
∞∑
k=0

(λδ)k(m1Hŵt+k −m2H âit+k)

= Et
∞∑
k=0

(λδ)k(m1Hŵt+k −m2H âit+k)− Et
∞∑
k=0

(λδ)k+1(m1Hŵt+k −m2H âit+k)

= m1Hŵt −m2H âit

+Et[(λδ)1(m1Hŵt+1 −m2H âit+1)− (λδ)1(m1Hŵt −m2H âit)]

+Et[(λδ)2(m1Hŵt+2 −m2H âit+2)− (λδ)2(m1Hŵt+1 −m2H âit+1)]

+...

= m1Hŵt −m2H âit + Et
∞∑
k=1

(λδ)k(m1H∆ŵt+k −m2H∆ait+k).

Next, the remaining terms are

m1H(1− λδ)Et
∞∑
k=0

(λδ)k
k∑
l=1

πt+l

= m1H(1− λδ)Et


(λδ)πt+1

+(λδ)2πt+1 + (λδ)2πt+2

+(λδ)3πt+1 + (λδ)3πt+2 + (λδ)3πt+3

+...


= m1H(1− λδ)Et

{
(λδ)

[
∞∑
k=0

(λδ)k

]
πt+1 + (λδ)2

[
∞∑
k=0

(λδ)k

]
πt+2 + (λδ)3

[
∞∑
k=0

(λδ)k

]
πt+3 + ...

}

= m1HEt
∞∑
k=1

(λδ)kπt+k,

where the last line uses
∑∞

k=0(λδ)
k = (1 − λδ)−1. Finally, combining the above expressions,

(62) becomes

p̂Hi(x̂Hit,mH) = (m1Hŵt −m2H âit) + Et
∞∑
k=1

(λδ)k{m1H(∆ŵt+k + πt+k)−m2H∆âit+k}. (63)

Under the preferences given by U(c, n) = ln c − χn, the first-order conditions of US

households (2) imply that Wt/Pt = χct. In terms of log deviations,

ŵt = ĉt. (64)
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In addition, their CIA constraint (Mt = Ptct) leads to πt = lnMt/Mt−1 −∆ĉt. Thus, using

(4), we have ∆ŵt + πt = lnMt/Mt−1 = εMt . As a result, (63) becomes

p̂Hi(x̂Hit,mH) = (m1Hŵt −m2H âit)−m2HEt
∞∑
k=1

(λδ)k∆ait+k.

If the stochastic process âit is given by (6), Et
∑∞

k=1(λδ)
k∆ait+k = −λδâit. Therefore,

p̂Hi(x̂Hit,mH) = m1Hŵt −m2H(1− λδ)âit,

which is (17) in the main text.

For the optimal reset price of goods exported by US firms, we have

p̂∗Hi(x̂
∗
Hit,m

∗
H) = [m∗

1H(ŵt − q̂t)−m∗
2H âit]

+ Et
∞∑
k=1

(λδ)k[m∗
1H(∆ŵt+k −∆q̂t+k + π∗

t+k)−m∗
2H∆âit+k]. (65)

Here, using the international risk-sharing condition (3), the log deviation of the aggregate

RER is

q̂t = ĉt − ĉ∗t , (66)

which also implies

q̂t = ŵt − ŵ∗
t , (67)

because of (64) and its foreign analogue (i.e., ŵ∗
t = ĉ∗t ). Thus, (67) implies that (65) can be

rewritten as

p̂∗Hi(x̂
∗
Hit,m

∗
H) = (m∗

1Hŵ
∗
t −m∗

2H âit) + Et
∞∑
k=1

(λδ)k[m∗
1H(∆ŵ

∗
t+k + π∗

t+k)−m∗
2H∆âit+k]. (68)

This equation has the same structure as (63). Using the foreign analogue of the CIA con-

straint, (5), and (6), the above equation can be simplified to

p̂∗Hi(x̂
∗
Hit,m

∗
H) = m∗

1Hŵ
∗
t −m∗

2H(1− λδ)âit. (69)

The remaining optimal reset prices, namely p̂∗Fi(x̂
∗
Fit,m

∗
F ) and p̂Fi(x̂Fit,mF ), are analo-

gously derived. In particular, we obtain

p̂∗Fi(x̂
∗
Fit,m

∗
F ) = m∗

1F ŵ
∗
t −m∗

2F (1− λδ)â∗it, (70)
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and

p̂Fi(x̂Fit,mF ) = m1F ŵt −m2F (1− λδ)â∗it. (71)

A.3 The sparse max

In this appendix, we describe the sparse max for firms, using the example of US firms for

selling their brands in US markets. Specifically, we derive equations (20)–(22). The US

firms’ objective function for choosing mH is based on the second-order Taylor expansion of

EvHi (p̂Hi(x̂Hit,mH), x̂Hit, ι)−EvHi (p̂Hi(x̂Hit, ι), x̂Hit, ι) around the steady state (i.e., x̂Hit =

0), which represents the expected profit loss of deviating attention from full attention in

pricing. Here, profit loss arises from choosing a price distorted by behavioral inattention.

To obtain (20)–(22), we take three steps. First, we perform a quadratic approximation of

EvHi (pHi(x̂Hit,mH), x̂Hit, ι) around the steady state. Here, the firm’s profits are evaluated

at mH = ι (which appears in the third argument of vHi(·)), while the price is distorted by

behavioral inattention due to mH ̸= ι (which appears in the second argument of p̂Hi(·). The
quadratic approximation of vHi (pHi(x̂Hit,mH), x̂Hit, ι) around the steady state is

vHi (p̂Hi(x̂Hit,mH), x̂Hit, ι)

≃ v0Hi +
∂v0Hi
∂p̂it(z)

Etp̂Hi(x̂Hit,mH) +
∂v0Hi
∂x̂′

Hit

Etx̂Hit

+
1

2

∂2v0Hi
∂p̂it(z)2

Et[p̂Hi(x̂Hit,mH)]
2 + Et

[
x̂′
Hit

∂2v0Hi
∂x̂Hit∂p̂it(z)

p̂Hi(x̂Hit,mH)

]
(72)

+
1

2
Et
(
x̂′
Hit

∂2v0Hi
∂x̂Hit∂x̂

′
Hit

x̂Hit

)
,

where v0Hi = vHi (p̂Hi(x̂Hit,mH), x̂Hit, ι)
∣∣
x̂Hit=0

= vHi(p̂Hi(0,mH),0, ι) = vHi(0,0, ι). The

first and the second derivatives are similarly defined. Taking the unconditional expectations

of the above equation yields

EvHi (p̂Hi(x̂Hit,mH), x̂Hit, ι) ≃ v0Hi +
1

2

∂2v0Hi
∂p̂it(z)2

E[p̂Hit(x̂Hit,mH)]
2

+E
[
x̂′
Hit

∂2v0Hi
∂x̂Hit∂p̂it(z)

p̂Hit(x̂Hit,mH)

]
(73)

+
1

2
E
(
x̂′
Hit

∂2v0Hi
∂x̂Hit∂x̂

′
Hit

x̂Hit

)
,

where we used the law of iterated expectations. Note that the linearly approximated terms

in (72) are all zero.
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We rewrite (73), using the first-order condition for pricing. Based on the attention-

augmented objective function, the first-order condition is ∂vHi (p̂it(z), x̂Hit,mH) /∂p̂it(z) =

0. However, when the attention-augmented objective function is evaluated at mH = ι,

only p̂Hi(x̂Hit, ι), namely a price under full attention, satisfies the first-order condition. In

equation, it is given by
∂vHi(p̂Hi(x̂Hit, ι), x̂Hit, ι)

∂p̂it(z)
= 0. (74)

Take the total derivatives of the above first-order condition and then evaluate partial deriva-

tives at x̂Hit = 0, we have

∂2v0Hi
∂p̂it(z)∂x̂

′
Hit

x̂Hit = − ∂2v0Hi
∂p̂it(z)2

p̂Hit(x̂Hit, ι). (75)

Substituting this equation into (73) yields

EvHi (p̂Hi(x̂Hit,mH), µ̂Ht, ι)

≃ v0Hi +
1

2

∂2v0Hi
∂p̂it(z)2

E[p̂Hit(x̂Hit,mH)]
2 − ∂2v0Hi

∂p̂it(z)2
E [p̂Hit(x̂Hit, ι)p̂Hit(x̂Hit,mH)]

+
1

2
E
(
x̂′
Hit

∂2v0Hi
∂x̂Hit∂x̂

′
Hit

x̂Hit

)
= v0Hi +

1

2

∂2v0Hi
∂p̂it(z)2

{
E[p̂Hit(x̂Hit,mH)]

2 − 2E [p̂Hit(x̂Hit, ι)p̂Hit(x̂Hit,mH)]
}

+
1

2
E
(
x̂′
Hit

∂2v0Hi
∂x̂Hit∂x̂

′
Hit

x̂Hit

)
. (76)

Second, we take the quadratic approximation of EvHi (pHi(x̂Hit, ι), x̂Hit, ι), which is the

profits from pricing under full attention. Evaluating (76) at mH = ι yields

EvHi (p̂Hi(x̂Hit, ι), µ̂Ht, ι)

≃ v0Hi +
1

2

∂2v0Hi
∂p̂it(z)2

E[p̂Hit(x̂Hit, ι)]2 −
∂2v0Hi
∂p̂it(z)2

E [p̂Hit(x̂Hit, ι)]
2

+
1

2
E
(
x̂′
Hit

∂2v0Hi
∂x̂Hit∂x̂

′
Hit

x̂Hit

)
= v0Hi −

1

2

∂2v0Hi
∂p̂it(z)2

E[p̂Hit(x̂Hit, ι)]2 +
1

2
E
(
x̂′
Hit

∂2v0Hi
∂x̂Hit∂x̂

′
Hit

x̂Hit

)
. (77)

Third, we obtain the expected profit loss of deviating attention from full attention in
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pricing. Subtracting (77) from (76) yields

EvHi (p̂Hi(x̂Hit,mH), x̂Hit, ι)− EvHi (p̂Hi(x̂Ht, ι), x̂Hit, ι)

≃ 1

2

∂2v0Hi
∂p̂it(z)2

E
[
p̂Hi(x̂Hit,mH)

2 − 2p̂Hi(x̂Hit,mH)p̂Hi(x̂Hit, ι) + p̂Hi(x̂Hit, ι)
2
]

=
1

2

∂2v0Hi
∂p̂it(z)2

E [p̂Hi(x̂Hit,mH)− p̂Hi(x̂Hit, ι)]
2 . (78)

Using (17), we rewrite the above equation as

EvHi (p̂Hi(x̂Hit,mH), x̂Hit, ι)− EvHi (p̂Hi(x̂Ht, ι), x̂Hit, ι)

=
1

2

∂2v0Hi
∂p̂it(z)2

[
(1−m1H)

2E(µ̂Ht)2 + (1−m2H)
2(1− λδ)2E(âit)2 − 2(1−m1H)(1−m2H)E(µ̂Htâit)

]

= −1

2

[
1−m1H

1−m2H

]′ [
Λ1H 0

0 Λ2H

][
1−m1H

1−m2H

]

= −1

2
(ι−mH)

′ΛH(ι−mH), (79)

where µ̂Ht = ŵt and ΛH is the diagonal matrix with the diagonal elements:

Λ1H = − ∂2v0Hi
∂p̂it(z)2

Var(µ̂Ht), (80)

Λ2H = − ∂2v0Hi
∂p̂it(z)2

(1− λδ)2Var(âit). (81)

Note that the nondiagonal element is zero because macroeconomic variables are independent

of idiosyncratic productivity shock (i.e., E(µ̂Htâit) = 0).

Although firms can reduce the profit loss (79) by approaching mH to ι, they also have

to pay costs of increasing attention, which we specify as a quadratic cost function C(mH) =

(κ1/2)m
2
1H + (κ2/2)m

2
2H = (1/2)m′

HκmH . Formally, the US firms’ choice of attention for

selling their brands in US markets is characterized by

min
mH∈[0,1]2

1

2
(ι−mH)

′ΛH(ι−mH) +
1

2
m′

HκmH .

The remaining sparse max can analogously be defined. The sparse max of US firms for

selling their brands in Canadian markets is

min
m∗

H∈[0,1]2

1

2
(ι−m∗

H)
′Λ∗

H(ι−m∗
H) +

1

2
m∗′

Hκm
∗
H ,
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where the diagonal matrix Λ∗
H with the diagonal elements:

Λ∗
1H = − ∂2v∗0Hi

∂p̂∗it(z)
2
Var(µ̂∗

Ht), Λ∗
2H = − ∂2v∗0Hi

∂p̂∗it(z)
2
(1− λδ)2Var (âit) .

Next, the sparse max of Canadian firms for selling their brands in Canadian markets is

min
m∗

F∈[0,1]2

1

2
(ι−m∗

F )
′Λ∗

F (ι−m∗
F ) +

1

2
m∗′

Fκm
∗
F ,

where the diagonal matrix Λ∗
F with the diagonal elements:

Λ∗
1F = − ∂2v∗0Fi

∂p̂∗it(z)
2
Var(µ̂∗

Ft), Λ∗
2F = − ∂2v∗0Fi

∂p̂∗it(z)
2
(1− λδ)2Var(â∗it).

By symmetry, we can easily reconfirm that m∗
F = mH because Λ∗

F = ΛH . The sparse max

of Canadian firms for selling their brands in US markets is

min
mF∈[0,1]2

1

2
(ι−mF )

′ΛF (ι−mF ) +
1

2
m′

FκmF ,

where the diagonal matrix ΛF with the diagonal elements:

Λ1F = − ∂2v0Fi
∂p̂it(z)2

Var(µ̂Ft), Λ2F = − ∂2v0Fi
∂p̂it(z)2

(1− λδ)2Var(â∗it).

Again, by symmetry, we have mF = m∗
H .

A.4 Proof of Proposition 1

Combining (23) with (66), we can rewrite q̂it as

q̂it = (p̂∗it − ĉ∗t )− (p̂it − ĉt). (82)

Equation (24) implies:

p̂it − ĉt = λ(p̂it−1 − πt) + (1− λ)p̂optit − ĉt

= λ(p̂it−1 − ĉt−1)− λ(∆ĉt + πt) + (1− λ)(p̂optit − ĉt)

= λ(p̂it−1 − ĉt−1)− λεMt + (1− λ)(p̂optit − ĉt). (83)
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Note that ∆ĉt + πt = εMt holds due to the CIA constraint and the money supply process in

(4). Similarly, p̂∗it − ĉ∗t is given by

p̂∗it − ĉ∗t = λ(p̂∗it−1 − ĉ∗t−1)− λεM
∗

t + (1− λ)(p̂opt∗it − ĉ∗t ). (84)

Substituting (83) and (84) into (82) yields the following expression for q̂it:

q̂it = λq̂it−1 + λεnt + (1− λ) q̂optit , (85)

where εnt = εMt − εM
∗

t , and q̂optit , the log deviation of the real reset exchange rate, is given by

q̂optit = (p̂opt∗it − ĉ∗t )− (p̂optit − ĉt). (86)

Note that we can recover q̂optit from (66):

q̂optit = q̂t + p̂opt∗it − p̂optit , (87)

and

qoptit =
StP

opt∗
it

P opt
it

. (88)

Let us focus on p̂optit − ĉt and p̂
opt∗
it − ĉ∗t . Starting from (25), we combine (17), (71), and

(64) to derive:

p̂optit − ĉt = ωp̂Hi(x̂Hit,mH) + (1− ω) p̂Fi (x̂Fit,mF )− ĉt

= − (1−m) ĉt − (1− λδ) [ωm2H âit + (1− ω)m2F â
∗
it] . (89)

Similarly, p̂opt∗it − ĉ∗t is

p̂opt∗it − ĉ∗t = −(1−m)ĉ∗t − (1− λδ)[ωm2H â
∗
it + (1− ω)m2F âit], (90)

where we used the assumption of a symmetry between the US and Canada: m = ωm∗
1F +

(1− ω)m∗
1H = ωm1H + (1− ω)m1F . Combining (86), (89), and (90), we have

q̂optit = (1−m)(ĉt − ĉ∗t ) + (1− λδ)(ωm2H + (ω − 1)m2F )(âit − â∗it).

Using (66), (6), and (7), we can show that the real reset exchange rate depends on the
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aggregate RER:

q̂optit = (1−m)q̂t + (1− λδ)ψεrit, (91)

where εrit = εait − εa
∗
t , and ψ = ωm2H − (1− ω)m2F .

Substituting (91) into (85) yields

q̂it = λq̂it−1 + (1− λ) (1−m) q̂t + λεnt + (1− λ) (1− λδ)ψεrit. (92)

Here, q̂it = ln qit and q̂t = ln qt because ln q̄i = ln q̄ = 0 from the symmetry between the

two countries. In particular, the symmetry ensures that ln q̄ = ln c̄ − ln c̄∗ = 0 and that

ln q̄i = ln q̄ + ln p̄∗i − ln p̄i = 0. Therefore, (92) is equivalent to (26) in Proposition 1.

A.5 Derivation of (30)–(32)

In deriving (30)–(32), we assume that âit = â∗it = 0 for all t. The log-linearized optimal reset

prices derived in Appendix A.2 become p̂Hi(x̂Hit,mH) = m1Hŵt, p̂
∗
Hi(x̂

∗
Hit,m

∗
H) = m∗

1Hŵ
∗
t ,

p̂∗Fi(x̂
∗
Fit,m

∗
F ) = m∗

1F ŵ
∗
t , and p̂Fi(x̂Fit,mF ) = m1F ŵt, respectively.

Using (25), p̂optit becomes

p̂optit = ωm1Hŵt + (1− ω)m1F ŵt = mŵt, (93)

where we use the definition of m = ωm1H + (1− ω)m1F . Similarly, p̂opt∗it becomes

p̂opt∗it = ωm∗
1F ŵ

∗
t + (1− ω)m∗

1Hŵ
∗
t = mŵ∗

t , (94)

where we use the assumption of a symmetry, m∗
1F = m1H and m∗

1H = m1F .

From the definition of the log deviation from the steady state, ŵt = lnwt − ln w̄ =

lnWt− lnPt− ln w̄. Likewise, p̂optit = lnP opt
it − lnPt− ln p̄i and p̂

opt∗
it = lnP opt∗

it − lnP ∗
t − ln p̄∗i .

Thus, we can rewrite the above equations as

lnP opt
it = (1−m) lnPt +m lnWt + ln p̄i −m ln w̄, (95)

lnP opt∗
it = (1−m) lnP ∗

t +m lnW ∗
t + ln p̄∗i −m ln w̄∗. (96)

If we suppress the constant terms, these equations correspond to the nominal reset prices for

good i, namely, (30) and (31).
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Regarding (32), focus on (86) derived in Appendix A.4. From (93) and (94), we have

q̂optit = (p̂opt∗it − ĉ∗t )− (p̂optit − ĉt)

= (mŵ∗
t − ĉ∗t )− (mŵt − ĉt)

= (1−m)(ĉt − ĉ∗t )

= (1−m)q̂t.

Here we again use (64) and its foreign analogue, as well as (66). Given that ln q̄ = ln q̄opt = 0

by symmetry, we have q̂optit = ln qoptit as well as q̂t = ln qt. Thus, we derive (32): ln qoptit =

(1−m) ln qt.

A.6 Descriptive statistics

Table A.1 reports descriptive statistics for the variables used in the regressions. The upper

panel presents statistics for ln q̃ijt and ln q̃t constructed using the common λ (i.e., λ = 0.34),

while the lower panel shows statistics for ln q̃ijt and ln q̃it constructed using λi. A comparison

between the upper and lower panels illustrates how heterogeneity in price stickiness affects

the variables used in the regressions. By comparing the left and right panels, we can also

contrast the data for the US–Canadian city pairs with those for the UK–Euro area city pairs.

We first confirm that variations in λi have only a minor effect on the variability of ln q̃ijt and

ln q̃it. Although the lower panel potentially introduces greater variability due to heterogeneity

in λi, the standard deviations are not substantially different from those in the upper panel.

This suggests that the observed variability primarily arises from variations in the RERs

themselves.

Next, we observe that the descriptive statistics for the RERs are broadly similar between

the US–Canadian and UK–Euro area city pairs. The mean LOP deviations are comparable,

typically ranging between 3 and 5 percent in absolute value, and the standard deviations lie

between 35 and 38 percent. While the mean PPP deviations are less informative due to their

dependence on the choice of base year, the table shows that the standard deviations of the

aggregate RERs (7-11 percent) are much smaller than those of the good-level RERs (35-38

percent).

A.7 The model with general CRRA preferences

In the baseline model, we assumed that household preferences are given by U(c, n) = ln c−χn.
In this appendix, we consider more general CRRA preferences, U(c, n) = c1−σ/(1 − σ) −
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χn1+φ/(1 + φ), where σ > 0 and φ > 0. We modify the first-order conditions of households

to allow for the degree of relative risk aversion. Under σ > 0, the first-order conditions imply

that St = (Mt/M
∗
t )
σ(Pt/P

∗
t )

1−σ.

We maintain the assumption that the NER follows a random walk. To ensure this, we

replace (4) and (5) with the following assumption on the money growth rate:

∆ lnMt =
σ − 1

σ
πt +

1

σ
εMt , (97)

∆ lnM∗
t =

σ − 1

σ
π∗
t +

1

σ
εM

∗

t . (98)

Here, the NER growth is given by: ∆ lnSt = σ (∆ lnMt −∆ lnM∗
t ) + (1− σ) (πt − π∗

t ).

Substituting (97) and (98) into this equation yields ∆ lnSt = εnt .
53

Using the CIA constraints, we rewrite (97) and (98) as:

σ∆ĉt+k + πt+k = εMt+k, (99)

σ∆ĉ∗t+k + π∗
t+k = εM

∗

t+k, (100)

for k ≥ 0. We later use (99) and (100) in deriving the estimation equation.

A.7.1 The derivation of the estimation equation

To derive the estimation equation, we follow the procedure used in Appendix A.4. Since σ is

no longer equal to one, the international risk-sharing condition (3) is replaced by qt = (ct/c
∗
t )
σ

so that q̂t = σ(ĉt − ĉ∗t ). Then, (23) and (87) imply

q̂it = (p̂∗it − σĉ∗t )− (p̂it − σĉt), (101)

q̂optit = (p̂opt∗it − σĉ∗t )− (p̂optit − σĉt), (102)

respectively.

Note that (24) remains valid even under general CRRA preferences. Equation (24) implies:

p̂it − σĉt = λ (p̂it−1 − σĉt−1)− λεMt + (1− λ)
(
p̂optit − σĉt

)
, (103)

53If we instead assume that the money supply follows a random walk, then ∆ lnSt = σεnt +(1−σ)(πt−π∗
t ),

implying that πt − π∗
t helps forecast ∆ lnSt. This is inconsistent with the exchange-rate disconnect puzzle.
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where we replace σ∆ĉt + πt by ε
M
t using (99). Similarly, p̂∗it − σĉ∗t is given by

p̂∗it − σĉ∗t = λ(p̂∗it−1 − σĉ∗t−1)− λεM
∗

t + (1− λ)(p̂opt∗it − σĉ∗t ). (104)

Substituting (103) and (104) into (101) implies that (85) remains valid:

q̂it = λq̂it−1 + λεnt + (1− λ)q̂optit . (105)

Next, we recalculate the log deviation of the optimal reset prices under general CRRA

preferences. Even in this case, (63) continues to hold, but (64) does not. The log deviation

of real wages is now given by ŵt = σĉt + φn̂t. Accordingly, we rewrite (63) as

p̂Hi(x̂Hit,mH) = m1H(σĉt + φn̂t)−m2H âit

+Et
∞∑
k=1

(λδ)k [m1H (σ∆ĉt+k + πt+k + φ∆n̂t+k)−m2H∆âit+k]

= m1Hσĉt −m2H(1− λδ)âit +m1Hφ

(
1− λδ

1− λδL−1

)
n̂t, (106)

where L is the lag operator. In the second equality, we used (99) to replace σ∆ĉt+k+πt+k by

εMt+k. Equation (106) differs from (17) because of the presence of the forward-looking terms

for the labor supply. Likewise, equations for the optimal reset prices (69), (70), and (71)

must be replaced by

p̂∗Hi(x̂
∗
Hit,m

∗
H) = m∗

1Hσĉ
∗
t −m2H(1− λδ)âit +m∗

1Hφ

(
1− λδ

1− λδL−1

)
n̂t, (107)

p̂∗Fi(x̂
∗
Fit,m

∗
F ) = m∗

1Fσĉ
∗
t −m∗

2F (1− λδ)â∗it +m∗
1Fφ

(
1− λδ

1− λδL−1

)
n̂∗
t , (108)

p̂Fi(x̂Fit,mF ) = m1Fσĉt −m2F (1− λδ)â∗it +m1Fφ

(
1− λδ

1− λδL−1

)
n̂∗
t , (109)

respectively.

We then compute p̂optit − σĉt and p̂
opt∗
it − σĉ∗t in (102). Using (25), p̂optit − σĉt is given by

p̂optit − σĉt = −(1−m)σĉt − (1− λδ)[ωm2H âit + (1− ω)m2F â
∗
it]

+φ
1− λδ

1− λδL−1
[ωm1H n̂t + (1− ω)m1F n̂

∗
t ] , (110)
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Likewise,

p̂opt∗it − σĉ∗t = −(1−m)σĉ∗t − (1− λδ)[ωm2H â
∗
it + (1− ω)m2F âit]

+φ
1− λδ

1− λδL−1
[ωm1H n̂

∗
t + (1− ω)m1F n̂t] , (111)

where we used m∗
F = mH and m∗

H = mF .

Plug (110) and (111) into (102). Then, (105) becomes

q̂it = λq̂it−1 + (1− λ)(1−m)q̂t + λεnt + (1− λ)(1− λδ)ψ2ε
r
it

− φψ1
(1− λ)(1− λδ)

1− λδL−1
(n̂t − n̂∗

t ),
(112)

where ψj = ωmjH − (1− ω)mjF for j = 1, 2. Note that the subscript j = 2 is newly applied

to ψ = ωm2H − (1 − ω)m2F to distinguish it from ψ1 = ωm1H − (1 − ω)m1F . Equation

(112) differs from (92) because the former includes forward-looking terms for labor supply. If

φ = 0, these forward-looking terms disappear, and the equation reduces to (92).

As discussed in the proof of Proposition 1, a symmetry between the two countries implies

that q̂it = ln qit and q̂t = ln qt. Likewise, n̄ = n̄∗ holds by symmetry, which leads to n̂t− n̂∗
t =

lnnt − lnn∗
t . Consequently, we obtain a dynamic equation generalizing (26):

ln qit = λ ln qit−1 + (1− λ)(1−m) ln qt + λεnt + (1− λ)(1− λδ)ψ2ε
r
it (113)

−φψ1
(1− λ)(1− λδ)

1− λδL−1
(lnnt − lnn∗

t ).

To derive the estimation equation under general CRRA preferences, rewrite (113) using

the definitions of q̃it and q̃t:

ln q̃it = (1−m) ln q̃t + (1− λ)(1− λδ)ψ2ε
r
it − φψ1

(1− λ)(1− λδ)

1− λδL−1
(lnnt − lnn∗

t ),

or equivalently,

ln q̃it − λδEt ln q̃it+1 = (1−m)(ln q̃t − λδEt ln q̃t+1) (114)

−(1− λ)(1− λδ)φψ1(lnnt − lnn∗
t ) + (1− λ)(1− λδ)ψ2ε

r
it.

Let ln ˜̃qit = ln q̃it − λδ ln q̃it+1 and ln ˜̃qt = ln q̃t − λδ ln q̃t+1. Our estimation equation is

ln ˜̃qit = α + β ln ˜̃qt + γ′Xit + uit, (115)
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where Xit includes the log difference in labor supply, lnnt− lnn∗
t . Note that OLS is no longer

valid because uit now includes the forecast errors ln q̃it+1 − Et ln q̃it+1 and ln q̃t+1 − Et ln q̃t+1.

We therefore use an instrumental variables. For the data source of lnnt − lnn∗
t , we use the

indices of total hours worked , with the year 2010 as the base year, from OECD.Stat.

A.7.2 Estimation results under general CRRA preferences

Table A.2 reports the estimation results of (115). The left panel presents the results for

the US–Canadian city pairs, while the right panel shows the results for the UK–Euro area

city pairs. In both panels, we assume homogeneity in price stickiness (i.e., a common λ)

in specifications (1) and (2) and heterogeneity in price stickiness in specifications (3) and

(4). Specifications (2) and (4) include city-pair-specific fixed effects as additional explanatory

variables. In all specifications, we instrument ln ˜̃qt with ln q̃t−1. In all cases, the null hypothesis

of aggregate RER independence, namely β = 0, is strongly rejected. The estimated values of

m are well below one, suggesting robustness to changes in the preference assumptions.

A.8 Estimation results based on dynamic panel

Table A.3 reports the estimation results based on the dynamic panel. In (38), we regress

ln qijt directly on ln qt, along with ln qijt−1 and ∆ lnSt as additional regressors. Unlike the

case of (36), the presence of a lagged dependent variable as a regressor implies a dynamic

panel structure. Therefore, dynamic panel estimators, such as the generalized method of

moments estimator by Arellano and Bond (1991), must be used instead of OLS (see, e.g.,

Crucini and Shintani, 2008; Crucini et al., 2010a). The left panel of the table presents the

estimation results for the US–Canadian city pairs, whereas the right panel shows those for

the UK–Euro area city pairs. In specifications (2) and (4), we impose the restriction that the

coefficients on ln qit−1 and ∆ lnSt are equal, as these control variables are assumed to have

the same coefficient. This restriction follows from (26), which indicates that both ln qit−1 and

εnt = ∆ lnSt share the same coefficient. Specifications (3) and (4) differ from (1) and (2) in

that the regressions include ηrt as an additional control variable.

The table shows that, in all regressions, the null hypothesis of aggregate RER indepen-

dence is strongly rejected. In addition, the estimates of β are consistently positive, supporting

our theoretical model.
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A.9 The effect of distance on the estimation results

In this appendix, we examine the impact of distance between two cross-border cities on the

estimation results. Table A.4 reports the estimated coefficients on ln q̃t under a common λ.

The left panel of the table presents the estimation results for the US–Canadian city pairs,

whereas the right panel shows those for the UK–Euro area city pairs. All specifications include

good-specific fixed effects. We also consider specifications that include city-pair fixed effects

and differences in the log of real GDP per hour worked. However, our estimation results are

robust to the inclusion of these additional explanatory variables.

Table A.4 presents four specifications. Specification (1) uses city pairs with below-median

distances (2,536 kilometers for US–Canadian city pairs, 919 kilometers for UK–Euro area city

pairs), while (2) uses those above the median. Specification (3) excludes city pairs below the

5th percentile (361 kilometers and 321 kilometers, respectively) to address potential outliers

near borders. Specification (4) excludes city pairs above the 95th percentile (4,516 kilometers

and 1,798 kilometers, respectively).

In all specifications, the results are robust to splitting the samples. That is, the data

strongly reject the null hypothesis of β = 0, indicating aggregate RER dependence. The

estimated values of m range from 0.123 to 0.184, which are very close to the estimates in

specification (1) of Table 1: m̂ = 0.156 for the US–Canadian city pairs and m̂ = 0.144 for

the UK–Euro area city pairs. Furthermore, as Table A.5 confirms, the estimation results

remain robust to these changes in specification even when we allow for heterogeneity in price

stickiness.

A.10 Persistence of the good-level RER under behavioral inatten-

tion

We first prove Proposition 3 and then derive (43) and (44).

A.10.1 Proof of Proposition 3

As a preliminary step, we rewrite the dynamic equations, (26) and (39), in terms of log

deviations:

q̂it = λq̂it−1 + θq̂t + λεnt + ψ̃εrit, (116)

q̂t = ρq q̂t−1 + ρqε
n
t , (117)
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where θ = (1−m)(1− λ), ψ̃ = (1− λ) (1− λδ)ψ, and ρq = λ/(1− θ). The variance of q̂t is

given by σ2
q = [ρ2q/(1− ρ2q)]σ

2
n, so

σ2
n =

1− ρ2q
ρ2q

σ2
q . (118)

The two covariances E(q̂tq̂it) and E(q̂tq̂it−1) can be expressed as

E(q̂tq̂it) = λE(q̂tq̂it−1) + θσ2
q + λρqσ

2
n, (119)

E(q̂tq̂it−1) = ρqE(q̂t−1q̂it−1). (120)

To derive the above equations, we used (117) and (116), along with E[q̂tεrit] = 0 and E[q̂it−1ε
n
t ] =

0. Substituting (118) and (120) into (119) yields

(1− λρq)E(q̂tq̂it) =
[
θ +

λ(1− ρ2q)

ρq

]
σ2
q , (121)

where the stationarity of RERs implies E(q̂tq̂it) = E(q̂t−1q̂it−1). Note that the expression

inside the brackets can be simplified using the definition of ρq:
54

θ +
λ(1− ρ2q)

ρq
= 1− λρq. (122)

Using (122), (121) and (120) become

E[q̂tq̂it] = σ2
q , (123)

E[q̂tq̂it−1] = ρqσ
2
q , (124)

respectively.

We next examine the variance σ2
qi = E(q̂2it) and the autocovariance γ1 = E(q̂itq̂it−1). Using

(116) and (123), we obtain

σ2
qi = E(q̂2it)

= λE(q̂itq̂it−1) + θE(q̂itq̂t) + λE(q̂itεnt ) + ψ̃E(q̂itεrit)

= λγ1 + θσ2
q + λE(q̂itεnt ) + ψ̃E(q̂itεrit).

54To see this, θ+ λ(1− ρ2q)/ρq = θ+ λ(1− ρ2q)/(λ/(1− θ)) = θ+ (1− ρ2q)(1− θ) = 1− ρ2q(1− θ). Applying
the definition of ρq again yields (122).
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Substituting (116) into this equation yields

σ2
qi = λγ1 + θσ2

q + λE[(λq̂it−1 + θq̂t + λεnt + ψ̃εrit)ε
n
t ] + ψ̃E[(λq̂it−1 + θq̂t + λεnt + ψ̃εrit)ε

r
it]

= λγ1 + θσ2
q + λθE(q̂tεnt ) + λ2σ2

n + ψ̃2σ2
r

= λγ1 + θσ2
q + λ(θρq + λ)σ2

n + ψ̃2σ2
r

= λγ1 + θσ2
q + λρqσ

2
n + ψ̃2σ2

r , (125)

where we used E(q̂it−1ε
n
t ) = E(q̂it−1ε

r
it) = 0 and E(q̂tεrit) = E(εnt εrit) = 0 for the second

equality. For the third and the last equalities, we used (117) and the definition ρq = λ/(1−θ),
respectively.

Turning to γ1 = E(q̂itq̂it−1), we again use (116) to obtain

γ1 = Eq̂itq̂it−1

= λE(q̂it−1q̂it−1) + θE(q̂tq̂it−1) + λE(εnt q̂it−1) + ψ̃E(εritq̂it−1)

= λσ2
qi + θρqσ

2
q . (126)

Here, we used σ2
qi = E(q̂2it−1), (124), and E(q̂it−1ε

n
t ) = E(q̂it−1ε

r
it) = 0 for the third equality.

Using (118), (122), and (126), (125) becomes

σ2
qi = λγ1 + θσ2

q + λρqσ
2
n + ψ̃2σ2

r

= λγ1 +

[
θ +

λ(1− ρ2q)

ρq

]
σ2
q + ψ̃2σ2

r

= λ
(
λσ2

qi + θρqσ
2
q

)
+ (1− λρq)σ

2
q + ψ̃2σ2

r .

Arranging terms yields

σ2
qi =

1− λρq(1− θ)

1− λ2
σ2
q +

ψ̃2

1− λ2
σ2
r

= σ2
q +

ψ̃2

1− λ2
σ2
r , (127)

where we use 1 − λρq(1 − θ) = 1 − λ2, given the definition of ρq = λ/(1 − θ). Substituting
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(127) into (126), we have

γ1 = λ

[
σ2
q +

ψ̃2

1− λ2
σ2
r

]
+ θρqσ

2
q

= (θρq + λ)σ2
q +

λψ̃2

1− λ2
σ2
r

= ρqσ
2
q +

λψ̃2

1− λ2
σ2
r , (128)

where we again used θρq + λ = ρq from the definition of ρq.

Now, because the first-order autocorrelation of the good-level RER is given by ρqi = γ1/σ
2
qi:

ρqi =

(
σ2
q

σ2
q +

ψ̃2

1−λ2σ
2
r

)
ρq +

(
ψ̃2

1−λ2σ
2
r

σ2
q +

ψ̃2

1−λ2σ
2
r

)
λ

=

(
1

1 + A

)
ρq +

(
1− 1

1 + A

)
λ (129)

where A is defined as

A =
(1− λ)2(1− λδ)2ψ2

1− λ2

(
σr
σq

)2

≥ 0. (130)

Thus, ρqi can be expressed as the weighted average of ρq and λ:

It is now straightforward to show that ρq ≥ ρqi. From Proposition 2, we know that ρq ≥ λ.

Combining this result with (129), the fact that ρqi is the weighted average of ρq and λ implies

that ρq ≥ ρqi ≥ λ. Moreover, Proposition 2 also shows that ρq = λ if m = 1. Therefore,

ρqi = ρq = λ hold when m = 1. Finally, (130) shows that A = 0 if ψ = 0. It then follows

from (129) that ρqi = ρq when A = 0.

A.10.2 Derivation of (43) and (44)

Using ρq = λ/(1− θ), eliminate λ from (129):

ρqi =

(
1

1 + A

)
ρq +

(
1− 1

1 + A

)
(1− θ)ρq = ρq

(
1− θ

A

1 + A

)
. (131)

Rewrite this equation using θ = (1−m)(1− λ). We obtain the ρq to ρqi ratio given by (43):

ρq
ρqi

=
1

1− (1−m)(1− λ) A
1+A

. (132)
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To obtain (44), we rewrite (130) as

A =
[(1− λ)(1− λδ)ψ]2

1− λ2

(
1− ρ2q
ρ2q

)(
σr
σn

)2

=
[(1− λ)(1− λδ)]2

1− λ2

{
[1− (1−m)(1− λ)]2 − λ2

λ2

}
ψ2

(
σr
σn

)2

,

where the first equality results from (118) and the second equality is from the definition ρq.

A.11 The model of roundabout production

In this section, we first describe the optimal reset prices in the model of roundabout pro-

duction and derive the system of structural equations for RERs. This system is useful for

deriving the dynamic equation for the good-level RER and for conducting impulse response

analysis.

A.11.1 Price setting under the model of roundabout production

We consider the roundabout production with fully attentive firms. More specifically, we re-

place the production function yit(z) = aitnit(z) with yit(z) = ait[Γit(z)]
r[nit(z)]

1−r, where

Γit(z) denotes the quantity of intermediate goods demanded by US firms. In this model, the

intermediate goods purchased by each firm (Γit(z)) are composites of all goods and brands,

and the price of these intermediate goods is given by Pt. Let Γ̃t denote the aggregate supply

of intermediate goods. Then, the market-clearing condition for intermediate goods is given

by
∫ 1

i=0

∫ 1

z=0
Γit(z) dz di = Γ̃t. The aggregate supply of intermediate goods is defined through

a CES index: Γ̃t =
[∫ 1

i=0
Γ̃
(ε−1)/ε
it di

]ε/(ε−1)

and Γ̃it =
[∫ 1

z=0
Γ̃it(z)

(ε−1)/εdz
]ε/(ε−1)

. The for-

eign analogues of the above variables and functions are defined similarly (e.g., the foreign

production function is y∗it(z) = a∗it[Γ
∗
it(z)]

r[n∗
it(z)]

1−r).

The market-clearing condition for each brand of each good must satisfy

yit(z) = cit(z) + Γ̃it(z) + (1 + τ)
[
c∗it(z) + Γ̃∗

it(z)
]

for z ∈ [0, 1/2],

y∗it(z) = (1 + τ)
[
cit(z) + Γ̃it(z)

]
+ c∗it(z) + Γ̃∗

it(z) for z ∈ (1/2, 1],

instead of (8) and (9).

The objective function of US firms that sell their brands in US markets is similar to (10)
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but now has real marginal cost given by r̃w̄1−r exp
[
(1− r)ŵt+k +

∑k
l=0 πt+l − âit+k

]
:

vit(z) = Et
∞∑
k=0

λkδt,t+k

× Pt
Pt+k

{
p̄i(z) exp[p̂it(z)]− r̃w̄1−r exp

[
(1− r)ŵt+k +

k∑
l=0

πt+l − âit+k

]}
cit,t+k(z),

where cit,t+k(z) is given by (11). When we assume r = 0, the above equation reduces to (10).

The log-linearized first-order condition is

p̂Hit
1− λδ

= Et
∞∑
k=0

(λδ)k

[
(1− r)ŵt+k +

k∑
l=1

πt+l − âit+k

]
. (133)

The above equation can be rewritten as follows:

p̂Hit
1− λδ

=(1− r)ŵt − âit + Et

{
Et+1

∞∑
k=0

(λδ)k+1

[
(1− r)ŵt+1+k + πt+1 +

k∑
l=1

πt+1+l − âit+1+k

]}

=(1− r)ŵt − âit + λδEt

{
Et+1

∞∑
k=0

(λδ)k

[
(1− r)ŵt+1+k +

k∑
l=1

πt+1+l − âit+1+k

]}

+
λδ

1− λδ
Etπt+1

=(1− r)ŵt − âit +
λδ

1− λδ
Et (p̂Hit+1 + πt+1) ,

where the third equality relies on the recursive structure of the equation: p̂Hit+1/(1 − λδ)=

Et+1

∑∞
k=0(λδ)

k
[
(1− r)ŵt+1+k +

∑k
l=1 πt+1+l

]
. Multiply 1− λδ by both sides to get

p̂Hit = (1− λδ)[(1− r)ŵt − âit] + λδEt (p̂Hit+1 + πt+1) . (134)

The objective function of US firms that sell their brands in Canadian markets is

v∗it(z) = Et
∞∑
k=0

λkδt,t+kqt+k

× P ∗
t

P ∗
t+k

{
p̄∗i (z) exp [p̂

∗
it(z)]− (1 + τ)r̃

w̄1−r

q̄
exp

[
(1− r)ŵt+k − q̂t+k +

k∑
l=0

π∗
t+l − âit+k

]}
c∗it,t+k(z),
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where c∗it,t+k(z) is given by (14). The log-linearized optimal reset price is

p̂∗Hit = (1− λδ)[(1− r)ŵt − q̂t − âit] + λδEt
(
p̂∗Hit+1 + π∗

t+1

)
. (135)

The remaining optimal reset prices, namely p̂∗Fit and p̂Fit, are analogously derived:

p̂∗Fit = (1− λδ)[(1− r)ŵ∗
t − â∗it] + λδEt(p̂∗Fit+1 + π∗

t+1), (136)

p̂Fit = (1− λδ)[(1− r)ŵ∗
t + q̂t − â∗it] + λδEt(p̂Fit+1 + πt+1). (137)

A.11.2 The system of structural equations for RERs

We first note that the model of roundabout production differs from the model of behavioral

inattention only in firms’ pricing. Therefore, many of the log-linearized equations remain

valid, provided that they are derived from the definitions of RERs, the CES indexes, or the

households’ first-order conditions. In particular, equations (23), (24), (64), (66), (67), and

(82)–(86) remain valid.

Second, using (134) and (137), we take the weighted average of the optimal reset prices:

p̂optit = ωp̂Hit + (1− ω)p̂Fit

= (1− λδ) {(1− r)ωŵt + (1− r)(1− ω)ŵ∗
t + (1− ω)q̂t − [ωâit + (1− ω)â∗it]}

+ λδ {Et [ωp̂Hit+1 + (1− ω)p̂Fit+1)] + Et[ωπt+1 + (1− ω)πt+1]}

= (1− λδ) {(1− r)ωŵt + (1− r)(1− ω)(ŵ∗
t + q̂t) + (1− ω)rq̂t − [ωâit + (1− ω)â∗it]}

+ λδEt(p̂optit+1 + πt+1).

Using the labor supply condition (64), its foreign analogue, and the international risk-sharing

condition (66), this expression simplifies to

p̂optit = (1− λδ) {(1− r)ĉt + (1− ω)rq̂t − [ωâit + (1− ω)â∗it]}+ λδEt(p̂optit+1 + πt+1). (138)

Third, subtracting ĉt from both sides of (138), we obtain

p̂optit − ĉt = (1− λδ) {(1− r)ĉt + (1− ω)rq̂t − ĉt − [ωâit + (1− ω)â∗it]}+ λδEt(p̂optit+1 + πt+1 − ĉt)

= (1− λδ) {−rĉt + (1− ω)rĉt − (1− ω)rĉ∗t − [ωâit + (1− ω)â∗it]}

+ λδ
[
Et(p̂optit+1 − ĉt+1) + Et(∆ĉt+1 + πt+1)

]
= −(1− λδ) {r [ωĉt + (1− ω)ĉ∗t ] + [ωâit + (1− ω)â∗it]}+ λδEt(p̂optit+1 − ĉt+1), (139)
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where we used (66), and Et(∆ct+1+πt+1) = Et∆ lnMt+1 = EtεMt+1 = 0 from the CIA constraint

and (4). For the foreign counterpart p̂opt∗it − ĉ∗t , symmetry implies:

p̂opt∗it − ĉ∗t = −(1− λδ) {r [ωĉ∗t + (1− ω)ĉt] + [ωâ∗it + (1− ω)âit]}+ λδEt(p̂opt∗it+1 − ĉ∗t+1). (140)

Combining (139) and (140) with (86) yields the real reset exchange rate q̂optit :

q̂optit = (p̂opt∗it − ĉ∗t )− (p̂optit − ĉt)

= (1− λδ) {r [ωq̂t − (1− ω)q̂t] + ωâit − (1− ω)âit − ωâ∗it + (1− ω)â∗it}+ λδEt(q̂it+1)

= (1− λδ)ψRP (rq̂t + εrit) + λδEt(q̂optit+1), (141)

where ψRP = 2ω− 1. Note that the real reset exchange rate depends on the aggregate RER,

as in the model of behavioral inattention.

Finally, we derive the system of equations for the good-level and aggregate RERs. Define

the log deviation of the real reset exchange rate at the aggregate level as q̂optt =
∫ 1

i=0
q̂optit di =

q̂t +
∫ 1

i=0
p̂opt∗it di −

∫ 1

i=0
p̂optit di. Noting that

∫ 1

i=0
εritdi = 0 and

∫ 1

i=0
q̂itdi = q̂t, we obtain the

following system of equations:

q̂it = λq̂it−1 + λεnt + (1− λ)q̂optit , (142)

q̂optit = (1− λδ)ψRP (rq̂t + εrit) + λδEt(q̂optit+1), (143)

q̂t = λq̂t−1 + λεnt + (1− λ)q̂optt , (144)

q̂optt = (1− λδ)ψRP rq̂t + λδEt(q̂optt+1), (145)

where (142) and (143) restate (85) and (141), respectively, and (144) and (145) result from

aggregating (142) and (143) over i, respectively.

A.11.3 The dynamic equation for the good-level RER

To derive the dynamic equation for the good-level RER, we apply the method of undetermined

coefficients to the system of equations for RERs.

We begin with the good-level RER in the system. Solving (143) forward yields

q̂optit =
1

1− λδL−1
(1− λδ)ψRP (rq̂t + εrit).
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Plugging this equation into (142) gives

q̂it = λq̂it−1 + λεnt +
(1− λ)(1− λδ)ψRP

1− λδL−1
(rq̂t + εrit)

= λq̂it−1 + λεnt + (1− λ)(1− λδ)ψRP
∞∑
k=0

(λδ)k[rEt(q̂t+k) + Et(εit+k)]. (146)

We apply the method of undetermined coefficients to q̂t+k in (146). We conjecture that the

solutions for the aggregate RER and the aggregate real reset exchange rate take the following

form:

q̂t = θ1q̂t−1 + θ2ε
n
t , (147)

q̂optt = β1q̂t−1 + β2ε
n
t , (148)

respectively. Here, θ1, θ2, β1, and β2 are the undetermined coefficients. Note that both q̂t

and q̂optt depend on q̂t−1 and εnt , but not on q̂it−1 or εrit, since aggregation over i washes out

idiosyncratic components.

Using (147), we can rewrite (146) as

q̂it = λq̂it−1 + λεnt + r
(1− λδ)ψRP

1− λδθ1
(1− λ)q̂t + (1− λ)(1− λδ)ψRP εrit

= λq̂it−1 + λεnt + rν(1− λ)q̂t + (1− λ)(1− λδ)ψRP εrit, (149)

where ν = (1 − λδ)ψRP/(1 − λδθ1). We here used the assumption that εrit ∼ i.i.d. Noting

that q̂t = ln qt, this expression corresponds to (47) in the main text.

Next, we solve for the undetermined coefficients. Substituting (147) and (148) into (145)

yields

β1q̂t−1 + β2ε
n
t = (1− λδ)ψRP r(θ1q̂t−1 + θ2ε

n
t ) + λδEt(β1q̂t + β2ε

n
t+1)

= (1− λδ)ψRP r(θ1q̂t−1 + θ2ε
n
t ) + λδ(β1θ1q̂t−1 + β1θ2ε

n
t ).

Matching coefficients gives

β1 = (1− λδ)ψRP rθ1 + λδβ1θ1, (150)

β2 = (1− λδ)ψRP rθ2 + λδβ1θ2. (151)
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Substituting (147) and (148) into (144), we obtain

θ1q̂t−1 + θ2ε
n
t = λq̂t−1 + λεnt + (1− λ)(β1q̂t−1 + β2ε

n
t ).

Matching coefficients yields

θ1 = λ+ (1− λ)β1, (152)

θ2 = λ+ (1− λ)β2. (153)

While the system of equations (150)–(153) can be used to solve for all undetermined

coefficients, it is sufficient to solve only for θ1, since θ1 is the only coefficient required to

compute ν = (1− λδ)ψRP/(1− λδθ1). It is straightforward to show that:

θ1 =
1

2λδ

{
1 + λ2δ − (1− λ)(1− λδ)ψRP r −

√
[1 + λ2δ − (1− λ)(1− λδ)ψRP r]2 − 4λ2δ

}
.

(154)

A.11.4 Evaluating the model of roundabout production

The purpose of our analysis is to evaluate the model of roundabout production using cali-

brated parameters. The coefficient rν in (47) corresponds to the regression coefficient β in

(36). Therefore, we simulate rν based on calibrated values and compare it to the estimated

regression coefficient. The left panel of Figure A.1 reports the regression coefficient predicted

by rν in (47) under the model of roundabout production. Here, all parameter values are set to

those in the model of behavioral inattention, except for the degree of roundabout production

r. In this panel, the solid line shows that the predicted coefficient ranges between 0.00 and

0.55 and increases with r. For comparison, we choose a conservative estimate of β̂ = 0.80

from Tables 1 and 2. A comparison between rν and β̂ reveals that the predicted coefficient

rν is considerably lower than the estimated coefficient β̂, even when r is close to unity.

We also note that θ1 equals the first-order autocorrelation of the aggregate RER. Since

εnt is assumed to be i.i.d., (147) represents an AR(1) process, implying that the first-order

autocorrelation of q̂t is given by θ1. The right panel plots the predicted first-order auto-

correlation of ln qt, represented by θ1, namely, the persistence of the aggregate RER. This

panel confirms that the persistence predicted by the model of roundabout production (solid

line) remains low, provided that all parameters (other than r) match those in the model of

behavioral inattention. Although persistence increases with r and is larger than λ (dashed

line), the magnitude of increase remains modest. It falls short of 0.60 even if we increase r
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up to 0.99.

It is straightforward to derive the impulse response functions of the aggregate RER to a

nominal shock εnt in the model of roundabout production, since the aggregate RER follows

an AR(1) process with persistence θ1. The simulated impulse response functions are shown

in Figure 6. The aggregate RER in the model of roundabout production is clearly less

persistent than in the model of behavioral inattention. Moreover, the predicted first-order

autocorrelation can be translated into the half-life of the RER using the standard formula. As

discussed in the main text, even under a high degree of roundabout production, the implied

half-life is only 1.1 years, given the same parameter values used in the model of behavioral

inattention.

We thus conclude that, although the regression equation under the model of roundabout

production shares the same structure as that under the behavioral inattention model, it fails

to replicate both the estimated regression coefficient β̂ and the observed persistence of the

aggregate RER. It is important to emphasize that our evaluation is based on the presumption

that all parameters other than r are identical to those in the model of behavioral inattention.

Under this presumption, the roundabout production model does not have a sufficiently strong

strategic complementarity to generate persistence in RERs, either at the aggregate or at the

good level.
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A.12 Derivation of (48) and (49)

We first derive (48). We rewrite (16) as

p̂Hi(x̂Hit,mH)

1− λδ
= Et

∞∑
k=0

(λδ)k

[
m1H

(
ŵt+k +

k∑
l=1

πt+l

)
−m2H âit+k

]
= m1Hŵt −m2H âit

+Et

{
Et+1

∞∑
k=0

(λδ)k+1

[
m1H

(
ŵt+1+k + πt+1 +

k∑
l=1

πt+1+k

)
−m2H âit+k+1

]}
= m1Hŵt −m2H âit

+λδEt

{
Et+1

∞∑
k=0

(λδ)k

[
m1H

(
ŵt+1+k +

k∑
l=1

πt+1+k

)
−m2H âit+k+1

]}

+λδEt

[
m1H

∞∑
k=0

(λδ)kπt+1

]

= m1Hŵt −m2H âit + λδEt
[
p̂Hi(x̂Hit+1,mH)

1− λδ
+m1H

πt+1

1− λδ

]
= m1Hŵt −m2H âit +

λδ

1− λδ
Et [p̂Hi(x̂Hit+1,mH) +m1Hπt+1] .

Multiplying both sides by 1− λδ yields

p̂Hi(x̂Hit,mH) = (1− λδ)(m1Hŵt −m2H âit) + λδEt[p̂Hi(x̂Hit+1,mH) +m1Hπt+1]. (155)

Suppressing constant terms, this equation is also be written in terms of the logarithm:

lnPHit − lnPt = (1− λδ)[m1H(lnWt − lnPt)−m2H ln ait]

+ λδEt [lnPHit+1 − lnPt+1 +m1H (lnPt+1 − lnPt)] .

Collecting terms yields

lnPHit − (1−m1H) lnPt = (1− λδ) (m1H lnWt −m2H ln ait) + λδEt [lnPHit+1 − (1−m1H) lnPt+1]

= (1− λδ)Et
∞∑
k=0

(λδ)k (m1H lnWt+k −m2H ln ait+k) .

When we assume that âit = 0 for all t, we obtain (48) in the main text.

Under the assumptions in our model, it can easily be shown that (48) reduces to (29).

From (2) and (4), we have Et lnWt+k = lnχ+ Et lnMt+k = lnχ+ lnMt. The second term of

the right-hand side of (48) becomes m1H lnWt so that we obtain (29) in the main text.
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Turning to the derivation of (49), we use (134). Suppressing constant terms, (134) turns

out to be as follows:

lnPHit = lnPt + (1− λδ)[(1− r)(lnWt − lnPt)− ln ait]

+λδEt(lnPHit+1 − lnPt+1) + λδ(Et lnPt+1 − lnPt)

= (1− λδ) [r lnPt + (1− r) lnWt − ln ait] + λδEt lnPHit+1

= (1− λδ)Et
∞∑
k=0

(λδ)k [r lnPt+k + (1− r) lnWt+k − ln ait+k] .

When we impose âit = 0 for all t on the above equation, we obtain (49) in the main text.

A.13 A comparison between behavioral and rational inattention

In this section, we compare two models of inattention: behavioral inattention of Gabaix (2014)

and rational inattention of Sims (2003) and Maćkowiak andWiederholt (2009). We first derive

the dynamic equation for good-level RERs in each model, namely, (52) and (54). We then

define firms’ problems of choosing attention in a unified framework. In both models, firms

minimize the quadratically approximated profit loss of deviating from the optimal price under

rational expectations with full attention, given a cost function associated with attention. For

further details of the models of rational inattention and behavioral inattention, see Maćkowiak

et al. (2023) and Gabaix (2019).

A.13.1 Deriving the dynamic equations (52) and (54)

Rational inattention Let us consider US firms’ pricing decisions when selling their brands

in US markets. For simplicity, we assume flexible prices. Given linear technology, firms’ nom-

inal marginal cost is Wt/ait. The household’s first-order condition (2) implies that nominal

marginal costs can be rewritten as χMt/ait. Given the nominal marginal cost, the log optimal

nominal price when the firms are fully attentive under rational expectations is

lnPRE
Hit = lnMt − ln ait, (156)

where a constant term is suppressed. Throughout this section, we use superscripts explicitly

to indicate the pricing model. Here, the superscript RE denotes rational expectations with

full attention.

In the rational inattention model, firms observe brand-specific signals about nominal ag-
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gregate demand (i.e., Mt = PtCt) and idiosyncratic productivity (i.e., ait). They receive

only signals sMit (z) = lnMt + ξMit (z) and sait(z) = ln ait + ξait(z). The firms choose the dis-

tribution of signals by paying attention. Under the assumptions of Gaussian fundamentals

εMt and εait, the quadratic objective function, and the unbounded choice set for lnPit+k(z),

Gaussian signals are optimal (see Maćkowiak et al., 2023, p. 231). Therefore, we assume that

ξMit (z) ∼ N(0, σ2
ξM) and ξait(z) ∼ N(0, σ2

ξa). The firms reduce the uncertainty of signals given

the distribution of εMt and εait.

The firms in the rational inattention model (denoted by the superscript RI) determine

their prices based on their expectations of nominal marginal costs:

lnPRI
Hit(z) = Eizt(lnMt − ln ait)

= lnMt−1 +mRI
1H(s

M
it (z)− lnMt−1)−mRI

2Hs
a
it(z)

= lnMt−1 +mRI
1H [ε

M
t + ξMit (z)]−mRI

2H [ε
a
it + ξait(z)], (157)

where we use the simplifying assumption that Mt−1 is fully known at the beginning of period

t. The coefficients mRI
1H and mRI

2H correspond to the steady-state Kalman gains given by

mRI
1H = σ2

M/(σ
2
M + σ2

ξM) and mRI
2H = σ2

a/(σ
2
a + σ2

ξa), respectively. As we will discuss later,

firms endogenously choose mRI
1H and mRI

2H by minimizing σξM and σξa, subject to the cost of

information processing.

Turning to US firms’ pricing decisions when selling their brands in Canadian markets,

their price is based on their expectations of nominal marginal cost given by (Wt/St)/ait or

(χMt/St)/ait. However, the international risk-sharing condition (3) and the CIA constraints

in both countries leads to St = Mt/M
∗
t so that the nominal marginal cost can be rewritten

as χM∗
t /ait. Therefore, the US firms choose their prices based on the expectations:

lnPRI∗
Hit (z) = Eizt[lnM∗

t − ln ait]

= lnM∗
t−1 +mRI∗

1H [εM
∗

t + ξM
∗

it (z)]−mRI∗
2H [εait + ξait(z)]. (158)

Note that (158) differs from (157) in that the chosen prices are influenced by the nominal

aggregate demand in Canada.

By symmetry, the prices of foreign-produced brands for selling Canadian and US market

are

lnPRI∗
Fit (z) = lnM∗

t−1 +mRI∗
1F [εM

∗

t + ξM
∗

it (z)]−mRI∗
2F [εa

∗

it + ξa
∗

it (z)], (159)

lnPRI
Fit(z) = lnMt−1 +mRI

1F [ε
M
t + ξMit (z)]−mRI

2F [ε
a∗

it + ξa
∗

it (z)], (160)
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respectively.

We next aggregate these brands’ prices to obtain the price index for good i, Pit and P
∗
it.

Under flexible prices, all firms reset prices every period. Therefore, aggregating reset prices

for good i are identical to obtaining price indexes for good i (e.g., lnP opt
it = lnPit). Log-

linearizing (pit)
1−ε = (poptit )1−ε =

∫
z
pit(z)

1−εdz from the CES index and using (157) and (160)

yield

lnPit =

(
p̄Hi
p̄i

)1−ε ∫ 1
2

z=0

lnPRI
Hit(z)dz +

(
p̄Fi
p̄i

)1−ε ∫ 1

z= 1
2

lnPRI
Fit(z)dz

=

(
p̄Hi
p̄i

)1−ε ∫ 1
2

z=0

{
lnMt−1 +mRI

1H

[
εMt + ξMit (z)

]
−mRI

2H [εat + ξait(z)]
}
dz (161)

+

(
p̄Fi
p̄i

)1−ε ∫ 1

z= 1
2

{
lnMt−1 +mRI

1F

[
εMt + ξMit (z)

]
−mRI

2F

[
εa

∗

t + ξa
∗

it (z)
]}
dz.

In addition, aggregation across brands eliminates the noise. Namely, we have
∫ 1/2

0
ξMit (z)dz =∫ 2

1/2
ξMit (z)dz =

∫ 1/2

0
ξait(z)dz =

∫ 1

1/2
ξa

∗
it (z)dz = 0. Thus, using the definition of ω = (1/2)(p̄Hi/p̄i)

1−ε,

we have the nominal price index for good i in US markets:

lnPit = lnMt−1 + ω
(
mRI

1Hε
M
t −mRI

2Hε
a
it

)
+ (1− ω)

(
mRI

1F ε
M
t −mRI

2F ε
a∗

it

)
= lnMt−1 +mRIεMt −

[
ωmRI

2Hε
a
it + (1− ω)mRI

2F ε
a∗

it

]
, (162)

where mRI = ωmRI
1H + (1− ω)mRI

1F . Analogously, we obtain the nominal price index for good

i in Canadian markets:

lnP ∗
it = lnM∗

t−1 +mRIεM
∗

t −
[
ωmRI∗

2F εa
∗

it + (1− ω)mRI∗
2H εait

]
, (163)

where mRI = ωmRI∗
1F + (1 − ω)mRI∗

1H . Note that mRI
jH = mRI∗

jF and mRI
jF = mRI∗

jH for j = 1, 2

hold as in the baseline model.

Combining (162) and (163) with the definition of the good-level RER, we obtain the

dynamic equation under rational inattention (52):

ln qt = lnSt + lnP ∗
it − lnPit

=
(
lnMt − lnMt−1 −mRIεMt

)
−
(
lnM∗

t − lnM∗
t−1 −mRIεM

∗

t

)
+[ωmRI

2H − (1− ω)mRI
2F ]ε

a
it − [ωmRI

2H − (1− ω)mRI
2F ]ε

a∗

it

= (1−mRI)εnt + ψRIεrit,
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where ψRI = ωmRI
2H − (1− ω)mRI

2F , ε
n
t = εMt − εM

∗
t , and εrit = εait − εa

∗
it .

Behavioral inattention We again begin with considering US firms’ pricing for selling

their brands in US markets. For comparison, we assume that firms pay attention to nominal

marginal costs, χMt/ait, rather than to real marginal costs. In terms of the information

set, firms have full access to nominal aggregate demand and idiosyncratic labor productivity,

but paying attention to these variables is costly. If we apply the degree of attention to the

nonstationary variable lnMt in (156), however, the degree of attention to lnMt becomes one

because the variance of lnMt diverges to infinity (see Section 2.3.2). To address this, we

decompose lnMt(= lnMt−1 + εMt ) into lnMt−1 and εMt and assume that firms choose the

degrees of attention to nonstationary lnMt−1 and stationary εMt separately. In this case, the

degree of attention to lnMt−1 becomes one but the degree of attention to εMt is less than one.

In the model of behavioral inattention, the log optimal nominal price (denoted by the

superscript BI) is given by

lnPBI
Hit = lnMt−1 +mBI

1Hε
M
t −mBI

2Hε
a
it. (164)

While the degree of attention to lnMt−1 is unity, the degrees of attention mBI
1H and mBI

2H

are not necessarily equal to one because εMt and εait have finite variances. Later, we will

redefine the sparse max problem that determines the optimal degrees of attention to εMt and

εait, subject to a cost function C(mBI
H ). In contrast to the rational inattention model, the log

optimal nominal prices under behavioral inattention do not depend on z because there is no

brand-specific noise to fundamentals.

Turning to the log optimal nominal price of US-produced brands in Canadian markets, it

is given by

lnPBI∗
Hit = lnM∗

t−1 +mBI∗
1H εM∗

t −mBI∗
2H εait, (165)

because their nominal marginal costs are given by χM∗
t /ait.

The log optimal nominal prices chosen by Canadian firms are

lnPBI∗
Fit = lnM∗

t−1 +mBI∗
1F εM∗

t −mBI∗
2F εa

∗

it , (166)

lnPBI
Fit = lnMt−1 +mBI

1F ε
M
t −mBI

2F ε
a∗

it , (167)

for brands sold in Canadian and US markets, respectively.

Aggregating reset prices described above yields the price indexes for good i, Pit and P
∗
it .

As in the case of rational inattention, log-linearizing (pit)
1−ε = (poptit )1−ε =

∫
z
pit(z)

1−εdz from
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the CES index and using (164) and (167) yield

lnPit =

(
p̄Hi
p̄i

)1−ε ∫ 1
2

z=0

lnPBI
Hitdz +

(
p̄Fi
p̄i

)1−ε ∫ 1

z= 1
2

lnPBI
Fitdz

=
1

2

(
p̄Hi
p̄i

)1−ε (
lnMt−1 +mBI

1Hε
M
t −mBI

2Hε
a
t

)
+

1

2

(
p̄Fi
p̄i

)1−ε (
lnMt−1 +mBI

1F ε
M
t −mBI

2F ε
a∗

t

)
.

Using the definition of ω and arranging terms, we obtain the nominal price index for good i

in US markets:

lnPit = ω
(
lnMt−1 +mBI

1Hε
M
t −mBI

2Hε
a
t

)
+ (1− ω)

(
lnMt−1 +mBI

1F ε
M
t −mBI

2F ε
a∗

t

)
= lnMt−1 +mBIεMt − [ωmRI

2Hε
a
it + (1− ω)mRI

2F ε
a∗

it ], (168)

where mBI = ωmBI
1H + (1− ω)mBI

1F . Analogously, we have the nominal price index for good i

in Canadian markets:

lnP ∗
it = lnM∗

t−1 +mBIεM
∗

t − [ωmRI∗
2F εa

∗

it + (1− ω)mRI∗
2H εait], (169)

where mBI = ωmBI∗
1F + (1− ω)mBI∗

1H = ωmBI
1H + (1− ω)mBI

1F .

Combining (168) and (169) with the definition of the good-level RER yields the dynamic

equation under behavioral inattention (54):

ln qt = lnSt + lnP ∗
it − lnP ∗

it

= (1−mBI)εnt + ψBIεrit,

where ψBI = ωmBI
2H − (1− ω)mBI

2F .

As discussed in the main text, the dynamic equations we derived are observationally

equivalent if mRI = mBI and ψRI = ψBI hold. In both models, the degrees of attention are

chosen endogenously. For example, in the rational inattention model, mRI
1H becomes closer

to one as firms make more effort to reduce the uncertainty of signals (i.e., reducing σξM).

In the model of behavioral inattention, firms directly choose the degrees of attention. The

two models are similar but the endogenously chosen degree of attention differ in terms of

underlying structural parameters.
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A.13.2 Deriving profit loss

In this section, we introduce the maximization problem for choosing attention for the models

of rational and behavioral inattention in a unified framework. As discussed in Section 2.3.2,

the objective function is based on a quadratically approximated profit loss of deviating from

the optimal price under rational expectations. By default, the optimal price under rational

expectations is set by fully attentive firms. The derivation of a quadratically approximated

profit loss follows the literature. For further details, see also Maćkowiak and Wiederholt

(2009).

We take the expected discounted sum of real profits and approximate it to the second

order. Using the example of US firms’ profits from selling their brands in US markets, the

profit loss of deviating p̂it+k(z) from p̂REit+k is approximated as

E [ṽHi({p̂it+k(z)}∞k=0)]− E
[
ṽHi({p̂REHit+k}∞k=0)

]
≃ 1

2

∞∑
k=0

∂2ṽ0Hi
∂[p̂it+k(z)]2

E
{[
p̂it+k(z)− p̂REHit+k

]2}
(170)

=
1

2

∞∑
k=0

∂2ṽ0Hi
∂[p̂it+k(z)]2

E
{[

lnPit+k(z)− lnPRE
it+k

]2}
,

for any p̂it+k(z) for z ∈ [0, 1/2]. Here ṽHi({p̂it+k(z)}∞k=0) is the expected discounted sum of

real profits:

ṽHi({p̂it+k(z)}∞k=0) = Et
∞∑
k=0

δt,t+k

[
Pit+k(z)

Pt+k
− Wt+k/ait

Pt+k

]
cit+k(z)

= Et
∞∑
k=0

δt,t+k {p̄i(z) exp[p̂it+k(z)]− w̄ exp(ŵt+k − âit+k)} cit+k(z),

where cit+k(z) = (Pit+k(z)/Pt+k)
−εcit+k = [p̄i(z)/p̄i]

−ε exp{−ε[p̂it+k(z) − p̂it+k]}cit+k. Be-

cause flexible prices are assumed in both models, the formulation of the profit function

differs slightly from the objective function for choosing prices under sticky prices. The

quadratically approximated profit loss (170) has the second derivatives of the objective

function ∂2ṽ0Hi/∂[p̂it+k(z)]
2 evaluated at the steady state, similar to (78). However, we

take the derivatives with respect to p̂it+k(z) for k = 0, 1, 2, ... and sum over k. Since

∂2ṽ0Hi/∂[p̂it+k(z)]
2 = δk(1 − ε)2ωc̄ < 0 and decays exponentially over k, the summation∑∞

k=0 ∂
2ṽ0Hi/∂[p̂it+k(z)]

2 converges to a constant. In addition, recall that p̂it+k(z) and p̂REit+k

are defined as p̂it+k(z) = ln(Pit+k(z)/Pt+k) − ln p̄i(z) and p̂REit+k = ln(PRE
it+k/Pt+k) − ln p̄i(z),
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respectively. Therefore, as shown in the third equality in (170), p̂it+k(z)− p̂REHit+k is equal to

the deviation from the log optimal nominal price: lnPit+k(z)− lnPRE
it+k.

Firms choose the degrees of attention by solving

mH = arg min
mH∈[0,1]2

−1

2

∞∑
k=0

∂2ṽ0Hi
∂[p̂it+k(z)]2

E
{[

lnPit+k(z)− lnPRE
it+k

]2}
+ C̃(mH), (171)

where mH = (m1H ,m2H)
′ is mRI

H or mBI
H when lnPit+k(z) is evaluated at (157) or (164).

The cost function C̃(mH) differs between the models of rational and behavioral inattention.

Typically, C̃(mH) under rational inattention is a linear function of the Shannon mutual

information between signals and fundamentals (see Maćkowiak et al., 2023, p. 230), while

C̃(mH) under behavioral inattention is a polynomial function of mjH (see Gabaix, 2019, p.

293), as shown in (18).

A.13.3 Endogenous choice of attention

In this section, we specify the quadratically approximated profit loss and the cost function

for each model, based on (171).

Rational inattention We compute the expected value of the squared deviation of lnPRI
it+k(z)

from the log optimal nominal price under rational expectations lnPRE
it+k. In the case of US

firms that sell their brands in US markets, it is given by

E[lnPRI
Hit(z)− lnPRE

Hit ]
2 = E [Eizt(lnMt − ln ait)− (lnMt − ln ait)]

2

= E{Eizt(lnMt − lnMt−1)− (lnMt − lnMt−1)− [Eizt(ln ait)− ln ait]}2

= E[εMt − Eizt(εMt )]2 + E[εait − Eizt(εait)]2

= σ2
M |s + σ2

a|s, (172)

where the second equality follows from the assumption thatMt−1 is fully known at the begin-

ning of period t and the third equality follows from (4) and (6), along with the independence

between εMt and εait. In the last equality, σ2
M |s and σ2

a|s denote the forecast error variances

(posterior variances) after optimally choosing the variances of noises in sMit (z) and sait(z),
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respectively. Note that the posterior variance σ2
M |s is rewritten as

σ2
M |s = E[εMt − Eizt(εMt )]2

= E{εMt −mRI
1H [s

M
it (z)− lnMt−1]}2

= E[(1−mRI
1H)ε

M
t −mRI

1Hξ
M
it (z)]

2

= (1−mRI
1H)

2σ2
M + (mRI

1H)
2σ2

ξM

=

(
σ2
ξM

σ2
M + σ2

ξM

)2

σ2
M +

(
σ2
M

σ2
M + σ2

ξM

)2

σ2
ξM

= (1−mRI
1H)σ

2
M , (173)

where the second equality results from a Kalman filtering, the third equality is from sMit (z) =

lnMt+ ξ
M
it (z), and the fourth equality follows from the independence between εMt and ξMit (z).

In the last two equalities, we use mRI
1H = σ2

M/(σ
2
M + σ2

ξM). Similarly, σ2
a|s is given by

σ2
a|s = (1−mRI

2H)σ
2
a. (174)

Consequently, (172) becomes

E[lnPRI
Hit(z)− lnPRE

Hit ]
2 = (1−mRI

1H)σ
2
M + (1−mRI

2H)σ
2
a (175)

The intuition behind (175) is straightforward: If firms pay no attention to signals (i.e., mH =

0), they receive no useful information from the signals. In this case, they cannot lower the

forecast error variance, which remains equal tothe unconditional variance σ2
M+σ2

a. In contrast,

by paying full attention to signals, firms fully eliminate noise and extract the information of

fundamentals. In this case, they make no forecast errors and minimize the profit loss from

deviating from the log optimal nominal price under rational expectations.

We next turn to C̃(mH) in the rational inattention model. The cost of information depends

on the Shannon mutual information between the two random variables: fundamentals (e.g.,

εMt ) and signals (e.g., sMit (z)). The Shannon mutual information is the difference between

the entropy of fundamentals and the conditional entropy of fundamentals given signals. For

example, the entropy of εMt and the conditional entropy of εMt given sMit (z) are

H(εMt ) =
1

2
ln(2πeσ2

M),

H[εMt |sMit (z)] =
1

2
ln(2πeσ2

M |s),
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respectively.55 Here the unit of information flow is measured in nats. This mutual information

quantifies the reduction in uncertainty after observing the signals and is given by

I[εMt |sMit (z)] = H(εMt )−H[εMt |sMit (z)]

=
1

2
ln

(
σ2
M

σ2
M |s

)
.

Fundamentals εt ≡ (εMt , ε
a
it)

′ is independent across the entity, and signals sit(z) = (sMit (z), s
a
it(z))

′

are uncorrelated across the entity. Moreover, they are serially uncorrelated. Therefore, the

mutual information between {εt+k}Kk=0 and {sit(z)}Kk=0 is

I({εt+k}Kk=0|{sit(z)}Kk=0) =
K

2
ln

(
σ2
M

σ2
M |s

)
+
K

2
ln

(
σ2
a

σ2
a|s

)

=
K

2
ln

(
1

1−mRI
1H

)
+
K

2
ln

(
1

1−mRI
2H

)
,

where the second equality results from (173) and (174). As discussed in Maćkowiak et al.

(2023, p. 245), a popular specification of the cost function in the infinite horizon model is

C̃(mRI
H ) = Θ× [limK→∞K−1I({εt+k}Kk=0|{sit(z)}Kk=0)], where Θ > 0 is a constant information

cost parameter. As a result,

C̃(mRI
H ) =

Θ

2

[
ln

(
1

1−mRI
1H

)
+ ln

(
1

1−mRI
2H

)]
. (176)

We now apply (175) and (176) to (171). The minimization problem for choosing attention

under rational inattention is given by

min
mRI

H ∈[0,1]2

1

2

[
(1−mRI

1H)Λ̃1H + (1−mRI
2H)Λ̃2H

]
− Θ

2

[
ln(1−mRI

1H) + ln(1−mRI
2H)
]
, (177)

where Λ̃1H = −σ2
M

{∑∞
k=0

∂2ṽ0Hi

∂[p̂it+k(z)]2

}
and Λ̃2H = −σ2

a

{∑∞
k=0

∂2ṽ0Hi

∂[p̂it+k(z)]2

}
. The solutions for

mRI
1H and mRI

2H are given by

mRI
1H = max

[
0, 1− Θ

Λ̃1H

]
, (178)

mRI
2H = max

[
0, 1− Θ

Λ̃2H

]
, (179)

55For the derivation, see Cover and Thomas (2006, p. 244).
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respectively. Note that analogous minimization problems can be defined for choosing atten-

tion mRI∗
H , mRI∗

F , and mRI
F .

Behavioral inattention As in the previous section, we again compute the expected value

of the squared deviation from the log optimal nominal price under rational expectations with

full attention. In the case of US firms that sell their brands in US markets, it is given by

E[lnPBI
Hit(z)− lnPRE

Hit ]
2 = E

[
(lnMt−1 +mBI

1Hε
M
t −mBI

2Hε
a
it)− (lnMt−1 + εMt − εait)

]2
= E[(1−mRI

1H)ε
M
t − (1−mRI

2H)ε
a
it]

2

= (1−mRI
1H)

2σ2
M + (1−mRI

2H)
2σ2

a. (180)

The intuition behind (180) is similar to that of (175). Under behavioral inattention,

firms have full access to the nominal aggregate demand and idiosyncratic labor productivity.

Despite full access, firms may choose to pay no attention to these variables (m1H = 0).

In this case, the expected profit loss of deviating from the log optimal nominal price under

full attention is equal to the unconditional variance σ2
M + σ2

a. In contrast, if firms pay full

attention, firms minimize the expected profit loss of deviating from the log optimal nominal

price under full attention.

The cost function is a polynomial function of the degrees of attention. Here, we continue

to assume that the cost function is given by (18):

C (mH) =
κ1
2
m2

1H +
κ2
2
m2

2H ,

where κj ≥ 0 for j = 1, 2.

We now apply (180) and this equation to (170). The US firms’ minimization problem of

choosing attention under behavioral inattention is:

min
mBI

H ∈[0,1]2
(1−mBI

1H)
2Λ̃1H + (1−mBI

2H)
2Λ̃2H −

[
κ1(m

BI
1H)

2 + κ2(m
BI
2H)

2
]
. (181)

The solution is

mBI
1H =

Λ̃1H

Λ̃1H + κ1
, (182)

mBI
2H =

Λ̃2H

Λ̃2H + κ2
. (183)
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We can similarly define the minimization problem of choosing attention mBI∗
H , mBI∗

F , and

mBI
F . While the solution for the degrees of attention has the same structure as in the main

text, it differs in that we assume flexible prices and that firms pay attention to nominal

marginal costs in the present case.

We note that, as discussed in Gabaix (2014), the cost function is flexible under the model

of behavioral inattention. If the cost function is linear, rather than quadratic, in the degrees

of attention, the solution for mjH takes the same form as the rational inattention model:

mBI
jH = max[0, 1 − Θ/Λ̃jH ] for j = 1, 2. In this case, the dynamic equation for the good-

level RER under behavioral inattention becomes identical to that under rational inattention

because mBI and ψBI in (54) become identical to mRI and ψRI in (52).

A.14 The model with the Taylor rule

This appendix presents the model with the Taylor rule. In the baseline model, we assumed

that households face the CIA constraint and that central banks supply money according to

constant money growth rules (4) and (5). These assumptions ensure that the NER is given

by St =Mt/M
∗
t , and that lnSt follows a random walk. Here, we drop these assumptions and

instead assume the uncovered interest parity (UIP) condition and the Taylor rule.

We first describe the model incorporating the Taylor rule. We then derive the structural

equations used to evaluate its implications. Finally, we assess the first-order autocorrelations

and half-lives implied by the model under various parameterizations of the Taylor rule.

A.14.1 Households and firms

The US households maximize E0

∑∞
t=0 δ

t(ln ct − χnt) subject to an intertemporal budget

constraint, Ptct + Et(∆t,t+1Bt+1) = Wtnt + Bt + Πt, which slightly differs from (1). Under

this maximization problem, the consumption Euler equation and the labor supply condition

continue to hold. Therefore, we have ŵt = ĉt, ŵ
∗
t = ĉ∗t , and q̂t = ĉt − ĉ∗t . The Canadian

households face a similar intertemporal budget constraint: P ∗
t c

∗
t+Et(∆t,t+1B

∗
t+1)/St = W ∗

t n
∗
t+

B∗
t /St +Π∗

t .

Inattentive firms solve the same optimization problem, and the optimal reset prices satisfy

the same first-order condition. Therefore, (155) continues to hold for p̂Hi(x̂Hit,mH):

p̂Hi(x̂Hit,mH) = (1− λδ)(m1Hŵt −m2H âit) + λδEt[p̂Hi(x̂Hit+1,mH) +m1Hπt+1]. (184)

We can similarly derive the optimal reset prices set by Canadian firms for selling their brands
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in US markets (i.e., p̂Fi(x̂Fit,mF )):

p̂Fi(x̂Fit,mF ) = (1−λδ) [m1F (ŵ
∗
t + q̂t)−m2F â

∗
it]+λδEt [p̂Fi(x̂Fit+1,mF ) +m1Fπt+1] , (185)

as well as the corresponding foreign analogues: p̂∗Fi(x̂
∗
Fit,m

∗
F ) and p̂

∗
Hi(x̂

∗
Hit,m

∗
H).

A.14.2 Monetary policy and the NER

The central bank in the US sets the nominal interest rate Rt according to the Taylor rule:

R̂t = ρRR̂t−1 + (1− ρR)αππt + εRt , (186)

where απ > 1, and the degree of policy inertia ρR satisfies ρR ∈ [0, 1). Here, εRt denotes a

monetary policy shock. The Canadian central bank sets R∗
t according to the same policy

rule. Let R̂n
t = R̂t − R̂∗

t . By symmetry, the relative policy interest rate R̂n
t evolves as:

R̂n
t = ρRR̂

n
t−1 + (1− ρR)αππ

n
t + εnt , (187)

where πnt = πt−π∗
t is relative inflation. With some abuse of notation, we redefine the nominal

shock εnt as the difference in monetary policy shocks (i.e., εnt = εRt − εR
∗

t ).

The UIP condition links monetary policies in the two countries to the NER:

lnSt = Et lnSt+1 − R̂n
t . (188)

Note that a negative nominal shock (a decrease in εnt ) lowers the US policy interest rate

relative to that in Canada, leading to a depreciation of the NER.

A.14.3 The good-level and aggregate RERs

Even in the model with the Taylor rule, (23)–(25) continue to hold. Using (24) and its foreign

analogue, (23) implies

q̂it = q̂t + λ(p̂∗it−1 − π∗
t ) + (1− λ)p̂opt∗it − λ(p̂it−1 − πt)− (1− λ)p̂optit

= λ(q̂t − q̂t−1) + λ(q̂t−1 + p̂∗it−1 − p̂it−1 + πnt ) + (1− λ)(q̂t + p̂opt∗it − p̂optit )

= λq̂it−1 + λ(q̂t − q̂t−1 + πnt ) + (1− λ)q̂optit . (189)
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The last expression can be compared with (85). The second term of the right-hand side

includes q̂t − q̂t−1 + πnt = ∆ lnSt. However, ∆ lnSt = εnt does not hold in the model with the

Taylor rule.

Next, combining (25) with (184) and (185) yields

p̂optit = ωp̂Hi(x̂Hit,mH) + (1− ω)p̂Fi(x̂Fit,mF )

= (1− λδ) [ωm1Hŵt + (1− ω)m1F (ŵ
∗
t + q̂t)− ωm2H âit − (1− ω)m2F â

∗
it]

+ λδEt
[
p̂optit+1 + ωm1Hπt+1 + (1− ω)m1Fπt+1

]
= (1− λδ) [mĉt − ωm2H âit − (1− ω)m2F â

∗
it] + λδEt

(
p̂optit+1 +mπt+1

)
, (190)

where we used (64) and (66). Its foreign analogue is

p̂opt∗it = (1− λδ) [mĉ∗t − ωm2H â
∗
it − (1− ω)m2F âit] + λδEt

(
p̂opt∗it+1 +mπ∗

t+1

)
. (191)

Using (87), we can rewrite the good-level real reset exchange rate as

q̂optit = q̂t + p̂opt∗it − p̂optit

= (1− λδ) [(1−m)q̂t + ψεrit] + λδEt
[
q̂optit+1 −mπnt+1 − (q̂t+1 − q̂t)

]
. (192)

We derive the equations for q̂t and q̂
opt
t from (189) and (192). Noting that q̂t =

∫ 1

i=0
q̂itdi,

q̂optt =
∫ 1

i=0
q̂optit di, and

∫ 1

i=0
εritdi = 0, we have the system of equations given by

q̂it = λq̂it−1 + λ(q̂t − q̂t−1 + πnt ) + (1− λ)q̂optit . (193)

q̂optit = (1− λδ) [(1−m)q̂t + ψεrit] + λδEt
[
q̂optit+1 −mπnt+1 − (q̂t+1 − q̂t)

]
, (194)

q̂t =
λ

1− λ
πnt + q̂optt , (195)

q̂optt = (1− λδ)(1−m)q̂t + λδEt
[
q̂optt+1 −mπnt+1 − (q̂t+1 − q̂t)

]
, (196)

q̂t = Etq̂t+1 − (R̂n
t − Etπnt+1), (197)

R̂n
t = ρRR̂

n
t−1 + (1− ρR)αππ

n
t + εnt , (198)

where (193), (194), and (198) repeat (189), (192), and (187), respectively. Equation (197)

expresses the UIP condition in real terms. The system of the equations is used to compute

the first-order autocorrelation and the half-lives of the aggregate and the good-level RERs.
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A.14.4 Simulation results

We evaluate the effects of m on ρq and ρqi in the model with the Taylor rule. To conduct this

evaluation, we need to calibrate the newly introduced parameters: ρR, απ, and σr/σn. Here,

we assume ρR = 0.80 and απ = 1.5. Since the monetary policy specification differs from that

in the main analysis, we assign a different value to the standard deviation ratio: σr/σn = 25.

With this ratio, nominal shocks amplified by monetary policy inertia do not dominate real

shocks in the volatility of the good-level RER. Here monetary policy shocks in both countries

are serially uncorrelated.

Figure A.2 shows the first-order autocorrelations of the aggregate and good-level RERs as

functions of m. The solid and dashed lines in the left panel represent ρq and ρqi, respectively.

The right panel plots the ratio of ρq to ρqi against m.

Propositions 2 and 3 no longer hold in the model with the Taylor rule. Engel (2019) shows

that, in a two-country sticky-price model with the Taylor rule, the first-order autocorrelation

of the aggregate RER under full attention is bounded above by ρR and λ, that is, ρq ≤
min[ρR, λ]. This condition implies that ρq ≤ λ under full attention. The left panel of Figure

A.2 confirms that the first-order autocorrelation of the aggregate RER is consistent with

Engel’s (2019) finding. At m = 1, we have ρq = 0.27 and λ = 0.34, implying that ρq < λ.

Moreover, our simulation results suggest that ρq = 0.27 and ρqi = 0.34, meaning that ρq < ρqi

at m = 1. Therefore, the model with the Taylor rule makes predictions that are difficult to

reconcile with the data on aggregate and good-level RERs. In the data, we observe that

ρq > ρqi > λ. However, as shown in Figure A.2, the model with the Taylor rule predicts

ρq < ρqi ≃ λ at m = 1.

Nevertheless, as shown in the left panel of Figure A.2, the model of behavioral inattention

continue to have a powerful mechanism for improving the model’s fit with the data. The

downward-sloping curves for ρq and ρqi suggest that behavioral inattention can generate more

persistent RERs. The first-order autocorrelations are substantially improved compared to the

case of full attention: ρq = 0.65 and ρqi = 0.41 when we adopt the estimate of m = 0.11 from

Table 2. Consequently, the ordering of first-order autocorrelations is consistent with the data:

ρq > ρqi > λ. As shown in the right panel of Figure A.2, the ρq to ρqi ratio is hump-shaped

and exceeds unity when m is low.

If we introduce persistent monetary policy shocks, the model can reproduce the observed

ordering of first-order autocorrelations even under full attention (m = 1). However, it still fails

to generate sufficiently persistent aggregate and good-level RERs. Assume that εnt follows

an AR(1) process: εnt = ρεε
n
t−1 + ent . Figure A.3 plots the persistence of the aggregate
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RER (solid line) and the good-level RER (dashed line) under ρε > 0. In the left panel, we

set ρR = ρε = 0.70. Even under m = 1, the model with ρR = ρε = 0.70 predicts that

ρq > ρqi > λ. However, both ρq and ρqi fall short of 0.40 and remain close to λ = 0.34. In

the right panel, we reduce ρR to 0.10 and slightly increase ρε to 0.80. This parameterization

suggests that ρq can be large even under m = 1, but ρqi remains low and close to λ.

Figure A.3 shows that the model of behavioral inattention (m < 1) continues to have a

powerful mechanism for generating sufficiently persistent RERs at both the aggregate and

goods levels. In both panels, the curves for ρq and ρqi are downward sloping with respect

to m. Again, if we borrow the estimate of m = 0.11 from Table 2, the values of ρq and ρqi

are much closer to the data than those under full attention. In the left panel, ρq = 0.77 and

ρqi = 0.67. In the right panel, ρq = 0.80 and ρqi = 0.60.

Table A.6 reports half-lives under various specifications of ρR, ρε, and m. The upper

panel presents the half-lives of the aggregate RER across three parameterizations of (ρR, ρε).

For instance, when (ρR, ρε) = (0.70, 0.70), the half-life of the aggregate RER is only 0.76

years under m = 1, but rises to between 2.3 and 2.6 years under the estimated degree

of attention. The lower panel shows the half-lives of the good-level RER. Again, when

(ρR, ρε) = (0.70, 0.70), the half-life of the good-level RER is only 0.65 years under m = 1, but

increases to 1.5-1.8 years. When (ρR, ρε) = (0.10, 0.80), the half-lives of ln qt and ln qit are

roughly consistent with the data. If (ρR, ρε) = (0.80, 0.10), the improvement in predicted half-

lives is modest, but the behavioral inattention model performs better than the full attention

model.
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Figure 1: Empirical distributions of the good-level RERs
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NOTES: The kernel density estimates of the good-level RERs in 1990 and 2015. The upper panel presents
the results for the US–Canadian city pairs, while the lower panel displays those for the UK–Euro area city
pairs.
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Figure 2: Empirical distributions of the monthly frequencies of price changes
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NOTES: The histograms and kernel density estimates of the monthly frequency of price changes used in the
analysis. The upper panel presents the distribution for the US–Canadian city pairs, while the lower panel
displays that for the UK–Euro area city pairs.
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Figure 3: Persistence of the aggregate RER and the ρq to λ ratio
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inattention with its lower bound of one.

Figure 4: Impulse responses of the aggregate RERs to εnt
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area city pairs).
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Figure 5: Persistence of the aggregate and the good-level RERs and the ρq to ρqi ratio
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whereas the dashed-dotted line corresponds to the case where ψ = 0.34, half of the baseline value. The dotted
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Figure 6: Impulse response of the aggregate RERs: Roundabout production
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we use the estimate of m = 0.11 from the US–Canadian city pairs.
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Table 3: Half-lives implied by the estimated degree of attention

Half-lives of the aggregate RER

Predicted half-life 95% CI Data

US–Canadian city pairs

m̂ = 0.156 2.620 [1.989, 4.010]
4.922

m̂ = 0.106 3.704 [2.524, 7.605]

UK–Euro area city pairs

m̂ = 0.144 2.812 [1.903, 6.129]
2.398

m̂ = 0.134 2.998 [1.905, 8.868]

Half-lives of the good-level RER

Predicted half-life 95% CI Data

US–Canadian city pairs

m̂ = 0.156 0.984 [0.851, 1.292]
1.606

m̂ = 0.106 1.223 [0.963, 2.110]

UK–Euro area city pairs

m̂ = 0.144 1.026 [0.834, 1.773]
1.182

m̂ = 0.134 1.066 [0.834, 2.399]

NOTES: The table reports the half-lives predicted by the model of behavioral inattention. The unit of the
half-lives is years, and the half-life under full attention is 0.64 years. The upper panel presents the half-lives
of the aggregate RER, while the lower panel shows those of the good-level RER. To calculate the predicted
half-lives in the table, we use the calibrated values of τ = 0.74, ε = 4, σr/σn = 5, and δ = 0.98. In all
calculations, λ is held constant at λ = 0.34.
In each panel, we report the half-lives for the US–Canadian city pairs and the UK–Euro area city pairs.

The first column of the table reports the half-lives predicted by the model under behavioral inattention, and
the second column provides their 95 percent confidence intervals, denoted as “95% CI.” We compute the
half-lives from m̂ and the 95 percent confidence intervals of m̂, based on specification (1) of Tables 1 and 2.
For comparison, the rightmost column presents the half-lives estimated from the EIU data. See the main text
for details on the estimation of the half-lives from the EIU data.
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Figure A.1: Regression coefficients and the first-order autocorrelations predicted by the model
of roundabout production
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NOTES: The left panel presents the regression coefficient predicted by the model of roundabout production
(solid line), which varies with the degree of roundabout production r. The dashed line represents the estimated
coefficient from the data, included for comparison. To be conservative, we use the lowest estimate of β from
Tables 1 and 2. The right panel reports the first-order autocorrelation implied by the model of roundabout
production (solid line), plotted against r. The dashed line represents the persistence under the baseline model
without roundabout production (r = 0), included for comparison with the case 0 < r < 1.

98



Figure A.2: Persistence of the aggregate and the good-level RERs and the ρq to ρqi ratio in
the model with the Taylor rule

0 0.2 0.4 0.6 0.8 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.2 0.4 0.6 0.8 1

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

NOTES: The left panel compares the first-order autocorrelations of ln qt and ln qit in the model with the
Taylor rule. In the figure, we set ρR = 0.80 and ρε = 0. Under full attention, ρq and ρqi decline to 0.27 and
0.34, respectively. The dotted line represents the degree of price stickiness and is included for comparison
with the persistence of ln qt and ln qit. The right panel plots the ratio of ρq to ρqi against m (solid line). The
dotted line is included to compare the ρq to ρqi ratio under behavioral inattention with the case of ρq/ρqi = 1.
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Figure A.3: Persistence of the aggregate and the good-level RERs in the model with the
Taylor rule
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NOTES: Both panels compare the first-order autocorrelations of ln qt and ln qit in the model with the Taylor
rule. The dotted lines in each panel represent the degree of price stickiness and is included for comparison
with the persistence of ln qt and ln qit. We set ρR = ρε = 0.70 in the left panel and ρR = 0.10 and ρε = 0.80
in the right panel. In the left panel, full attention under ρR = ρε = 0.70 yields ρq = 0.40 and ρqi = 0.35,
leading to ρq > ρqi > λ (= 0.34). In the right panel, full attention under ρR = 0.10 and ρε = 0.80 generates
ρq = 0.74 and ρqi = 0.34, such that ρq ≫ ρqi ≃ λ. Under behavioral inattention (m = 0.11), both panels
indicate that values of ρq and ρqi are much more consistent with the empirical evidence.
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Table A.1: Descriptive statistics for ln q̃ijt and ln q̃t (or ln q̃
i
t)

Homogeneity in price stickiness

US–Canadian city pairs UK–Euro area city pairs

Mean Standard deviation Mean Standard deviation

ln q̃ijt -0.028 0.350 0.049 0.388

ln q̃t -0.135 0.098 0.227 0.073

Observations 389,500 214,115

Heterogeneity in price stickiness

US–Canadian city pairs UK–Euro area city pairs

Mean Standard deviation Mean Standard deviation

ln q̃ijt -0.033 0.355 0.026 0.365

ln q̃it -0.138 0.110 0.230 0.104

Observations 389,500 171,606

NOTES: The table reports descriptive statistics for the variables used in the regressions. The upper panel
shows statistics for ln q̃ijt = ln qijt − λ[ln qijt−1 − ln(St/St−1)] and ln q̃t = (1 − λ) ln qt, which are used
in the regressions under the assumption of a common λ. The lower panel presents statistics for ln q̃ijt =
ln qijt − λi[ln qijt−1 − ln(St/St−1)] and ln q̃it = (1− λi) ln qt, used in the regressions allowing for heterogeneity
in price stickiness. The left panel provides statistics for the US–Canadian city pairs, and the right panel
provides statistics for the UK–Euro area city pairs. The calibrated value of λ is 0.34 for both the US–
Canadian and the UK–Euro area city pairs. The calibrated values of λi are from Nakamura and Steinsson
(2008) for the US–Canadian city pairs and from Gautier et al. (2024) for the UK–Euro area city city pairs.
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Table A.6: Half-lives predicted by the model with the Taylor rule

Half-lives of the aggregate RERs

(ρR, ρε) (0.70, 0.70) (0.10, 0.80) (0.80, 0.10) Data

m = 1 0.761 2.288 0.561

US–Canadian city pairs

m = 0.156 2.258 3.082 1.416 4.922

m = 0.106 2.604 3.127 1.671

UK–Euro area city pairs

m = 0.144 2.330 3.093 1.467 2.398

m = 0.134 2.395 3.102 1.514

Half-lives of the good-level RERs

(ρR, ρε) (0.70, 0.70) (0.10, 0.80) (0.80, 0.10) Data

m = 1 0.654 0.648 0.640

US–Canadian city pairs

m = 0.156 1.451 1.163 0.761 1.606

m = 0.106 1.753 1.350 0.827

UK–Euro area city pairs

m = 0.144 1.513 1.202 0.773 1.182

m = 0.134 1.568 1.237 0.785

NOTES: The table reports the half-lives predicted by the model with a Taylor rule. The unit of half-lives is
years. The upper panel presents the half-lives of the aggregate RER, while the lower panel shows those of the
good-level RER. To calculate the predicted half-lives in the table, we use the calibrated values of τ = 0.74,
ε = 4, σr/σn = 25, and δ = 0.98. In all calculations, λ is held constant at λ = 0.34.
In each panel, we report the half-lives based on parameters for monetary policy (ρR and ρε). The half-lives

are computed using the estimated values of m based on specification (1) in Tables 1 and 2, as well as those
under full attention (m = 1).
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